Geometria obliczeniowa
Wyktad 2

1. Otoczka wypukta (c. d.) :

- algorytm Chana,

- algorytm przyblizony,

- algorytm dynamiczny,

- dla wielokata prostego.

2. Punkty dominujace.

3. Triangulacja wielokata przekatnymi.

4. Optymalna triangulacja wielokata wypuktego.

5. Podziatl wielokata prostego na wielokaty wypukte.



Algorytm Chana.

Podobnie do algorytmu Kirkpatricka i Seidela jest to optymalny algorytm
znajdujacy otoczke wypukia dla danego zbioru punktow P wrazliwy na
wynik.

Jest prostszy do implementacji.
Jeden krok algorytmu sktada si¢ z dwoch faz:

- W pierwszej tworzymy otoczki wypukte dla (nieposortowanych)
podzbiorow zbioru P wykorzystujgc dowolny algorytm znajdujacy
otoczke wypuklg w czasie O(n log n),

- w drugiej stosujemy algorytm Jarvisa, badajac styczne do otoczek
wypuktych zbudowanych w pierwszej fazie.

Algorytm ten moze tez by¢ uzyty do konstrukcji otoczki wypuktej w
przestrzeni trojwymiarowej w czasie O(n log h).



Algorytm Chana.

p — punkt 0 najmniejszej

wspotrzednej y-owej

kontynuuj:=true ;

for t=0to[ log log n| do
If kontynuuj then

podziel dany zbior punktow P
na podzbiory rozmiaru 22

1 znajdz otoczke wypukla dla
kazdego z nich;

zaczynajac od p wykonaj co

najwyzej 22" krokéw marszu

Jarvisa wzgledem prostych

stycznych do danych otoczek;

If marsz Jarvisa skonczylt sie w p
then kontynuuj:=false;




Ztozonos¢ algorytmu.

Twierdzenie.

Algorytm znajduje otoczke wypukta w czasie O(n log h), gdzie h jest liczba
wierzchotkow otoczki.

Dowod.
Istotne jest tylko [ log log h | krokéw, w czasie ktérych znajdujemy otoczke.

W pierwszej fazie kazdego kroku algorytmu dzielimy zbidr punktow na
O(n/k) podzbioréw rozmiaru k (gdzie k jest odpowiednig potega 2).

Stad koszt tej fazy wynosi O(n/k) x O(k log k) = O(n log k).

Znalezienie punktow stycznosci w drugiej fazie wymaga czasu O(log k)
(znajdujgc otoczke zapamietujemy jej tancuchy w postaci umozliwiajgce;j
wyszukiwanie binarne (tablica, drzewo AVL)).

Stad koszt drugiej fazy wynosi O(k) x O(n/k) x O(log k) = O(n log k).

Zatem zlozonos¢ algorytmu wynosi:
"loglogh! ogloghl

" O(nlog 22) =0(n) > 2'=0( 589" _ 0 (nlog h)

t=0



Przyblizona otoczka wypukta.

Zalety rozwigzan przyblizonych:
szybkos$¢, prostota.
Wady: niedoktadnos¢ wyniku.

Xqmin:= SKrajnie lewy punkt z S;
Xrmax-= SKrajnie prawy punkt z S;
podziel przestrzen migdzy X, a
Xmax Na k przystajacych pasow;

w kazdym pasie 1 obszarach zew-
n¢trznych znajdz punkty skrajne
wzgledem wspotrzednej y;
znajdz otoczke wypukig dla wy-
branych punktow;




Twierdzenie.

Dowolny punkt pe CH, ktory nie nalezy do przyblizonej otoczki
wypuklej, znajduje si¢ w odlegtosci co najwyzej (X, Xmin)/K 0d t€]
otoczki.

Dowdd.

Punkt p znajduje si¢ nie dalej od brzegu przyblizonej otoczki wypuktej niz
wynosi szerokos¢ pasa.

Lemat.
Algorytm ma ztozonos$¢ czasowg O(n+k).

Dowod. Przeksztatcamy podziat tak, aby pasy mialy catkowitoliczbowg
szerokos¢. Rozdzielamy punkty kubetkowo 1 znajdujemy skrajne punkty
w pasach. Budujemy na nich otoczke stosujac zamiatanie.

Algorytm ten dziala rOwniez w przestrzeni trojwymiarowej w czasie

O(n+k?log k).



Dynamiczna otoczka wypukta.

Dla danego ciggu wstawien 1 usuniec
punktow ze zbioru S, chcemy stale
utrzymywac aktualng otoczke wypukla.

Otoczke zapamietujemy w postaci dwoch
tancuchow: gornego 1 dolnego.

L. ancuchy przechowywane sg w zrowno-
wazonym drzewie poszukiwan binarnych.
Kazdy 118¢ tej struktury odpowiada punk-
towi w S, zas$ kazdy wezel odpowiada
mostow1 mi¢dzy tancuchami okreslanymi
przez oba poddrzewa. Zapamietujemy
dwukierunkowe wskazniki miedzy lis¢mi
1 weztami, aby moc szybko znajdowac
mosty 1 aktualizowac strukture.



m . m



Lemat.

Mostkowanie dwoch roziacznych
tancuchow wypuktych, zawiera-
jacych tacznie n punktdw, mozna
wykona¢ w czasie O(log n).
Dowaod.

Jest dziewie€ przypadkow (z doktad-
noscig do symetrii). Dzieki wyko-
rzystaniu struktury zrownowazonego
drzewa poszukiwan binarnych,
rozwigzanie kazdego z nich wymaga
logarytmicznego czasu.

Zaznaczone na czerwono fragmenty
tancuchdéw nie wplywajg na wynik
mostkowania.
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Twierdzenie.
Koszt kazdego wstawienia lub usuniecia punktu wynosi O(log?n).

Dowaod.

Wstawiajac lub usuwajac punkt ze struktury znajdujemy sSciezke od
korzenia do odpowiedniego liscia. Nastgpnie aktualizujemy drzewo na tej
sciezce dokonujac rotacji w celu jego zroOwnowazenia oraz znajdujgc mosty
miedzy tancuchami otoczek punktow odpowiadajgcych lisciom poddrzew o
korzeniach w potomkach badanego wezta. W kazdym wezle poSwigcamy
na to O(1)+O(log n) czasu. Zatem aktualizacja struktury wzdtuz catej
Sciezki wymaga czasu O(log?n).

Algorytm ten zawdzigczamy Overmarsowi 1 van Leuwenowi.

Istniejg bardziej skomplikowane algorytmy, ktore umozliwiajg aktualizacje
otoczki w zamortyzowanym czasie O(log n).



Otoczka wypukta wielokata prostego.

Definicja.

Wielokgtem prostym nazywamy
obszar ograniczony przez pojedynczy,
domkniety, wielokatny tancuch, ktory
nie przecina si¢ ze soba.

Definicja.

Zaglebieniem wiclokata prostego
nazywamy obszar znajdujgcy si¢ na
zewnatrz wielokata, ale wewnatrz
jego otoczki wypukte;.

Wierzchotki uwypuklenia bedziemy
przechowywac na stosie Q.




Obliczamy uwypuklenie wielokgta osobno
dla jego gornego 1 dolnego tancucha.
Analizujemy zalezno$ci mi¢dzy

-ostatnim punktem danego tancucha
wielokata r,

- ostatnim wierzchotkiem aktualnie
stworzonego uwypuklenia g,

- jego poprzednikiem u i badanym
nastepnikiem v na brzegu wielokata oraz

- poprzednikiem w na uwypukleniu.
Mamy 4 przypadkKi.

1. Punkt v znajduje si¢ w zaglebieniu
ograniczonym przez prostg | przechodzaca
przez w i g — aktualne uwypuklenie nie

zmienia si¢ do momentu az brzeg
wielokata przetnie prosta .
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2. Punkt v znajduje si¢ po przeciw-
nej stronie prostej 1 przechodzace;
przez w i q niz punkt r — punkt v
staje si¢ ostatnim wierzchotkiem
aktualnego uwypuklenia. Spraw-
dzamy, czy wierzcholkizQ1v
tworza tamang wypukia. Jesli nie,
to usuwamy ze stosu wierzchotki
wpadajace do wnetrza uwypukle-
nia i wstawiamy v.

3. Punkt v znajduje si¢ w kacie wy-
znaczonym przez potprosta o po-
czatku w w 1 przechodzacg przez q
oraz blizszg z polprostych o po-
czatku w q 1 przechodzacych przez
r lub u - punkt v staje si¢ ostatnim
wierzchotkiem aktualnego uwypu-
klenia. Wstawiamy go na stos Q.




4. Punkt v znajduje si¢ w kacie o wierz-
chotku w punkcie q 1 ramionach wyzna-
czonych przez punkty w 11, ale nie nalezy
do zaglebienia, ktorego wierzchotkiem
jest u — aktualne uwypuklenie nie zmienia
si¢ do momentu az brzeg wielokata
przetnie prostg przechodzacg przez q ir.

Niech cigg (q;) dlai1 =1, 2, ... oznacza
wierzchotki tworzonego uwypuklenia, a
ciag (p;) dla1=1, 2, ..., n okresla wierz-
chotki gérnego (dolnego) tancucha bada-
nego wielokata pamigtane w kolejce P.
FRONT(P) oznacza pierwszy element P,
a POP(P), POP(Q) — usunigcie poczatku P

lub Q Niech qO:(plx"oo) (qO:(plx’+oo))-




Algorytm (Lee).
P:={p1, Py, - s Pp}s Q <= Qg; U:=0;
Q « py; POP(P); 1:=1,; j:=1;
while P = & do
v:=FRONT(P);
If |£0;.,q;v|<7 then
If | Zug;v|<m then
If |Zp,q;v[<m then Q « v; u:=p; s;
else
while | £p,giFRONT(P)|>r do
POP(P); j:=)+1
else while |£q,0;{FRONT(P)|>r do
POP(P); J:=j+1
else while | £g;_,g;v|>® do POP(Q);
Q < V; u:=p;,;




Z10ozonos¢ algorytmu.

Twierdzenie.

Otoczke wypukta wielokata prostego zawierajgcego n wierzchotkow
mozna zbudowa¢ w optymalnym czasie ®(n) 1 pamieci ®(n).
Dowaod.

Czas potrzebny na analiz¢ jednego wierzcholka wielokata jest staty w
przypadku, gdy nie powoduje to zmian otoczki. W przeciwnym
przypadku staly jest czas zamortyzowany (sumarycznie wykonujemy co
najwyzej lintowq liczbe korekt otoczki, podobnie jak w algorytmie
Grahama).



Punkty dominujace.

Definicja.

Punkt p, dominuje nad punktem p, wzgle-
dem wspotrzednej x, gdy x(p,) > X(p,).

W pierwszej ¢wiartce uktadu wspotrzed-
nych R? punkt p jest dominujgcy w zbio-
rze S, gdy zaden punkt z S nie dominuje
nad nim wzgledem obu wspoétrzednych.

Inaczej: punkt p jest dominujacy w zbio-
rze S, gdy mozna dosung¢ do p niecograni-
czony prostokat o bokach rownolegtych
do os1 wspotrzednych, ktory nie zawiera w
swoim wnetrzu punktow z S.

Podobnie mozemy zdefiniowac punkty
dominujgce w innych ¢wiartkach 1 dla
wyzszych wymiarow.




Algorytm zamiatania.
posortuj zbior S wzgledem x;
D ={p,}; max = min = p,,;
fori=2tondo
If p,; 2 max then D =D v {p;}

max = Py,
if p; <minthenD =D U {p;};
min = p;;

D=Du {pn}; max = min = Pyns
fori=n-1to1do
if p; >maxthenD =D U {p;};

max = p;;
ifp;<minthenD =D U {p;};
min = p;;

Z1ozonos¢ algorytmu wynosi O(n log n).

)




Triangulacja wielokata przekatnymi.

Definicja.
Przekgtng wiclokata F nazywamy
otwarty odcinek tgczacy dwa

niesgsiednie wierzchotki wielokata F 1
lezacy wewnatrz F.

Definicja.

Podziat wielokata na trojkaty przez
maksymalny zb10r nieprzecinajacych
si¢ przekatnych nazywamy
triangulacjq wielokata.

Fakt.

Kazda triangulacja jest dualna do
drzewa, ktorego wezly odpowiadaja
trojkatom a krawedzie - przekatnym.




Lemat.

W kazdym wielokacie istnieje wierzchotek, w
ktorym kat ma rozwartos¢ mniejsza niz .

Twierdzenie.

W kazdym wielokgcie o n > 3 wierzchotkach
istnieje przekatna.

Dowod. Konstrukcyjny. Znajdujemy wierz-
chotek v, przy ktérym kat ma rozwartos¢ mniej-
sza niz ©. Badamy trojkat utworzony przez ten
wierzchotek 1 wierzchotki sgsiednie u 1 w. Jeslhi
do tego trojkata nie nalezy zaden inny wierz-
chotek, to odcinek uw jest przekatng. W prze-
ciwnym przypadku w trojkacie uvw znajdujemy
wierzchotek wielokata, ktorego odlegtos¢ od
UW jest najwicksza. Wtedy odcinek vz jest
przekatng wielokata.




Whiosek.

Powyzsza metoda pozwala na znalezienie przekatnej w czasie liniowym
wzgledem liczby wierzchotkow.

Whiosek.

Przekatna dzieli wielokat na dwie cz¢sci. Powtarzajac te procedure otrzy-
mujemy algorytm triangulacji wielokata o n wierzchotkach w czasie O(n?).

Fakt.

Triangulacja wielokata moze by¢, ale zwykle nie jest, jednoznaczna.



Optymalna wazona triangulacja wielokgtow
wypuktych.

Definicja.

Dla danego wielokata wypukiego P 1 funkcji
wagowe] w( ) zdefiniowanej na trojkatach o
krawedziach ze zbioru bokow 1 przekatnych
wielokata P, znajdz triangulacj¢ o minimalne;j
sumie wag trojkatow wchodzacych w jej sktad.

Jedng z naturalnych funkcji wagowych jest suma
dhugosci bokow trojkata. Wtedy wagg triangu-
lacji jest suma dhugosci bokoéw wielokata P oraz
podwojona suma dtugosci jego przekatnych.
Zatem minimalng wage¢ ma triangulacja o
minimalnej sumie dlugosci przekatnych.

<\
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Prezentowany algorytm jest algorytmem dynamicznym tzn. w
obliczeniach wykorzystywane sg wyniki otrzymane wczesnie;.

Aby rozwigzac ten problem obliczamy kolejno wartosci optymalnych
triangulacji dla wielokgtow wyznaczanych przez pary, trojki, czworki....
kolejnych wierzchotkow wielokata P. Niech vy, ..., v, bedg wierzchotkami
wielokata P, a t[1,]] oznacza aktualnie minimalng wage triangulacji
wielokgta wyznaczanego przez wierzchotki v;, ... , V.

Aby obliczy¢ optymalng triangulacj¢ dla wielokata R o wierzcholtkach v,
Vg1 - 5 Vi, POSZUKUjEMY minimalnej wagi triangulacji wyznaczonej
przez trojkat T (AvV,V,, gdzie t € {s+1, ..., w-1}) oraz minimalne
triangulacje wielokatow powstalych z wielokata R po wycigciu trojkata T
(wielokaty mogg by¢ zdegenerowane). Zauwazmy, ze optymalne
triangulacje takich wielokatow sg obliczane we wczesniejszej fazie

dziatania algorytmu.
t




Algorytm dynamiczny.

fori1:=1ton-1dot[ii+1] :=0;
form:=3tondo
fori:=1ton-m+1ldo
J = 1+m-1; t[i,j] := oo;
fork :=i+1toj-1do
q := tlLk]+Kk J ]+ w(Avv,v));
If g <t[i,j] thent[i,j] :=q;

Lemat.

Algorytm ma ztozonos¢

n n-m+li+m-2

2. 2 2.00m=6() .

m=3 i=1 k=i+l




Podzial wielokata prostego na wielokaty wypukie.

Lemat.

Niech ® oznacza minimalng liczbe wielokatéw wypuktych, na ktore moz-
na podzieli¢ dany wielokat odcinkami (niekoniecznie przekgtnymi). Niech
I bedzie liczbag katow wewnetrznych wielokata o rozwartosci wigkszej niz
n. Wtedy: [r/2]+1<®<r+1.

Definicja.
Dla danego podzialu wielokata przekatnymi, istotng przekatng nazywamy

taka, ktorej usuniecie powoduje powstanie wielokgta niewypuktego
(majacego kat wewngtrzny o rozwartosci wickszej niz ).



Fakt.

Istotne przekatne nie s3 wyznaczone
jednoznacznie.

Lemat.

Wierzcholek kata wewnetrznego o
rozwartosci wigkszej niz « jest kon-
cem co najwyzej dwoch przekatnych
Istotnych.

Dowaod.

Proste zawierajgce ramiona kata
wyznaczaja dwie potptaszczyzny.
Do kazdej z nich moze naleze¢ co
najwyzej jedna przekatna istotna.




Algorytm Hertela i Mehlhorna.

znajdz dowolng triangulacje
wielokata;

usun wszystkie przekatne, ktore nie
sg 1stotne;

Nieistotne przekgtne mozna wy-
eliminowac¢ w czasie O(n) (w Sta-
tym czasie sprawdzamy, czy po
usuni¢ciu danej przekatnej, przy
ktoryms z wierzchotkOw powstanie
kat wiekszy od ) .




Twierdzenie.

Liczba wielokgtow wypuklych otrzymanych z pomocg algorytmu
Hertela-Mehlhorna jest co najwyzej czterokrotnie wigksza niz

minimalna liczba takich wielokatow.

Dowaod.

Algorytm Hertela-Mehlhorna tworzy co najwyzej 2r+1 wielokatow.

Na podstawie poprzednich lematéw mamy: 2r+1 < 2r+4 < 4( r/2 |+1) < 4.

Optymalny podziat wielokata prostego na wielokaty wypukte mozna
znalez¢ w czasie O(n+r®) (Chazelle-Dobkin), gdzie r jest liczbg katow
wewnetrznych o rozwartosci wiekszej niz 7).



Dzi¢kuje za uwage.



Cwiczenia 2.

1. Udowodnij, ze algorytm znajdywania przyblizonej otoczki wypukle) metoda
podziatu plaszczyzny na pasy dziata w przestrzeni troOjwymiarowej w czasie
O(n+k? log k).

2. Podaj przyktady n-katow, ktorych triangulacja jest lub nie jest jednoznaczna.

3. Niech S={p,,p,, ..., p,} bedzie zbiorem punktow w R3 takim, ze x(p,) < X(p,) <
.. <X(p,)- Wykaz, ze mimo znajomosci porzadku S w kierunku x znalezienie
otoczki wypuktej S 1 tak wymaga czasu Q(n log n).

4.Dla danych n prostych na plaszczyznie stworz algorytm znajdujgcy otoczke
wypukia punktow wyznaczonych przez przeci¢cia tych prostych dzialajacy w
czasie subkwadratowym (np. O(n log n)).

5. Dla danego zbioru S zawierajagcego n punktow na plaszczyznie stworz w czasie
O(n log n) strukture danych rozmiaru O(n), ktéra umozliwi sprawdzenie w
czasie O(log n), czy dany punkt q jest dominujacy w zbiorze S L {q}.



6. Otoczka dominacji zbioru S nazywamy zbior punktéw dominujgcych w S.
Glebokos¢ dominacji punktu p w S, to liczba otoczek dominacji, ktore trzeba
odrzuci€ przed odrzuceniem p. Stworz algorytm wyznaczajacy giebokos¢
dominacji kazdego punktu z S w czasie O(n log n).

7. Udowodnij lub zaprzecz: kazde drzewo binarne jest grafem dualnym
triangulacji jakiegos wielokata.
8. Jak wiele triangulacji ma n-kat wypukty ?

9. Dany jest nieuporzadkowany zbior przekatnych tworzacych triangulacje
wielokata (wierzchotki sg etykietowane kolejnymi liczbami naturalnymi).
Stworz algorytm budujacy dualne drzewo triangulacji w czasie O(n).

10. Niech @ oznacza minimalng liczbe wielokatéw wypuktych, na ktore mozna
podzieli¢ dany wielokat (niekoniecznie przekatnymi). Niech r bedzie liczba
katow wewnetrznych wielokata o rozwartoéci wiekszej niz . Wtedy: | r/2]
+1<O<r+1.



