Geometria obliczeniowa
Wyktad 1

1. Lokalizacja punktu.
2. Otoczka wypukia.



Zalozenia ogolne:

- rozpatrujemy problemy, ktorych dane sg w postaci ogolnej, tzn. nie
generujg szczegolnych przypadkow, np. nie ma trzech punktow
wspotliniowych (czterech wspotokrggowych), punkty skrajne sg
okreslone jednoznacznie, wszystkie wspotrzedne punktow sg rozne itp.

- obliczenia sg wykonywane doktadnie, tzn. w obliczeniach nie uwzgled-
niamy btedow zaokraglen,

- ztozonos¢ obliczeniowq okreslamy liczba dziatan dominujacych
(zazwyczaj beda to pordwnania) wzgledem rozmiaru danych.



Lokalizacja punktu.

Dla danego punktu p sprawdz, czy p

znajduje si¢ wewnatrz, czy na zewnatrz K =
n-kata prostego reprezentowanego

przez ciag kolejnych krawedzi.

poprowadz z p pionowa pOtprosta | ;

k:=0;
wybierz bok wielokata f';
repeat
if | przecinaf
then k:=k+1;
f:=kolejny bok wielokata ;

until wszystkie boki wielokata zostaty
zbadane ;

If k parzyste then p jest na zewnatrz
else p jest wewnatrz ;




Ztozono$¢ algorytmu.

Czas dziatania algorytmu jest proporcjonalny do liczby krawedzi
wielokata, czyli jest O(n).

Szczegolng uwage nalezy zwrdci€ na sytuacje, gdy wybrana polprosta
zawiera wierzcholek lub krawedz wielokata. Problem ten mozna
rozwigzac¢ np. obracajgc wielokat o maty kat wzgledem badanego punktu
(lub wybierajac inny kierunek prostej).

Jesli jest to trudne z przyczyn numerycznych, musimy w algorytmie
osobno rozpatrywac takie szczegdlne przypadki (analizujemy sgsiednie
krawedzie — w zaleznosci od ich potozenia zliczamy przeciecie lub nie).



Lokalizacja punktu wzgledem wielokata wypuktego.

Definicja.
Gornym (dolnym) tancuchem wielokata wypukiego nazywamy cigg jego
krawedzi miedzy skrajnie lewym a skrajnie prawym wierzchotkiem

wielokata odwiedzanych zgodnie z ruchem wskazowek zegara (przeciwnie
do ruchu wskazowek zegara).




Wyszukiwanie przeci¢cia tancucha 1 proste;.

Tablica Zrownowazone drzewo poszukiwan




Polprosta poprowadzona z danego punktu przecina kazdy z tancuchow
wielokata wypuktego w co najwyzej jednym punkcie.
Przeszukujac struktur¢ mozemy to sprawdzi¢ w czasie O(log n).

Zatem problem lokalizacji punktu wzgledem wielokata wypuktego
mozemy rozwigza¢ w czasie logarytmicznym.

Ogolny problem lokalizacji punktu w przestrzeni trojwymiarowe;]
mozemy rozwigzac¢ podobnie jak w dwoch wymiarach. Badamy
przeciecia potprostej o poczatku w danym punkcie p ze Scianami
danego wieloscianu.

Problem ten mozemy rozwigza¢ w czasie O(n).



Otoczka wypukta.

Definicja.

Dany zbi6r S zawierajacy n
punktow na ptaszczyznie. Otoczkq
wypukitg zbioru S nazywamy
najmniejszy wielokat wypukty
zawierajacy zbior S.

Fakt.

Otoczka wypukta jest wyznaczona
jednoznacznie.




Lemat.

Z1ozonos¢ algorytmu znajdujacego
otoczke wypukla jest Q(n log n).
Dowaod.

Problem sortowania jest reduko-
walny do problemu otoczki wy-
pukte;.

Dowolnemu ciggowi arytmetycz-
nemu (a,)', przypisujemy zbior
punktow {(a;,a}):a, (@) }.

Punkty te lezg na parabol.

Ich otoczka wypukta jednozna-
cznie okresla porzadek punktow.



Algorytm Jarvisa.

znajdz punkt i,Z S 0 najmniejszej
wspotrzednej y-owej; 1:=l, ;
repeat

forj=1do
znajdz punkt k taki, ze zaden

punkt z S nie lezy na prawo
od prostej zawierajacej K ;

dodaj ik do otoczki ;
1=k ;

until i=i;




Ztozono$¢ algorytmu.

Algorytm Jarvisa dziata w czasie O(n?) (koszt znalezienia punktu
skrajnego dla kazdego z wierzchotkow otoczki jest liniowy), lecz w
przypadku, gdy liczba wierzchotkdw otoczki jest ograniczona przez stalg
¢, jego ztozonos¢ jest liniowa — O(cn).

Algorytm dziala rbwniez w przestrzeni trojwymiarowej (w czasie O(n?)).
Rzutujemy punkty na plaszczyzne 1 znajdujemy krawedz otoczki
wypuktej, znajdujemy przeciwobraz tej krawedzi 1 plaszczyzng
zawierajaca go. Nastepnie znajdujemy punkty wyznaczajace plaszczyzny,
ktore nie rozdzielajg zbioru S (zawierajg Sciany otoczki), obracajgc dang
ptaszczyzne wzgledem kolejno wyznaczanych krawedzi.

W literaturze algorytm ten czesto jest nazywany marszem Jarvisa
lub algorytmem owijania prezentow (gift wrapping).



Algorytm dziel 1 rzadz.

F:={S};
while rozmiar dowolnego zbioru z F
przekracza dang stala k do

dziel zbiory wzgledem mediany
X-owych wspotrzednych punktow;
znajdz otoczki wypukte zbioréw z F
uzywajac algorytmu naiwnego;
while otoczka zbioru S nie zostata
znaleziona do
sklejaj otoczki sgsiadujgcych
zbiorow w kolejnosci odwrotnej
do podziatu rodziny F;




t.aczenie sgsiednich otoczek.

Niech I(a,b) oznacza prostag wyznaczong
przez punkty a 1 b. Styczna do zbiorow
A 1 B to prosta przechodzaca przez
elementy obu zbiorow 1 wyznaczajgca
poOtptaszczyzne zawierajgcg oba zbiory.

a = skrajnie prawy wierzcholek lewe;j
otoczki A ;

b := skrajnie lewy wierzcholek prawe;j
otoczki B ;

while I(a,b) nie jest stycznado A i B do
while I(a,b) nie jest dolng
(gorng) styczng do B do

b := dolny (gorny) sasiad b;
while I(a,b) nie jest dolng

(gorng) styczng do A do
a := dolny (gorny) sasiad a;




Przedstawiona metoda taczenia otoczek nazywa si¢ ,,podnoszeniem
mostow”. Jej autorami s3 Preparata 1 Hong.
Czas potaczenia dwoch otoczek wynosi O(w(A)+w(B)), gdzie w(A)
1 w(B) sg rozmiarami otoczek.
Zatem jedna faza algorytmu (1gczenie otoczek pokrywajacych caly zbior
S) ma ztozonos¢ O(n), gdzie n jest rozmiarem S.
Z1ozonos¢ algorytmu ,,dziel 1 rzadZz” mozna opisa¢ rOwnaniem
T(n)=2T( n/2 )+O(n), czyli wynosi O(n log n).
Zamiast rekurencyjnie dzieli¢ zbidr S mozemy go najpierw posortowac,
a nastepnie podzieli¢ na dostatecznie mate podzbiory.
Czy dowolny podzial zbioru S na mate podzbiory ma wptyw na ztozonos¢
czasowg algorytmu ,,dziel 1 rzadz” ?

Algorytm ,,dziel 1 rzadz” znajduje rOwniez otoczke wypukta punktow
w przestrzeni trojwymiarowej w czasie O(n log n).



Algorytm Kirkpatricka i Seidela.

F={S}

while rozmiar dowolnego zbioru z F
przekracza dana stala k do
dziel zbiory wzgledem mediany
X-owych wspotrzednych punktow;
znajdz gorny (dolny) most miedzy
podzbiorami F z sgsiadujacych
podziatow, jesli taki most nie
zostat znaleziony wczesniej ;

znajdz pozostale krawedzie otoczki w
kazdym podziale;




Zauwazmy, ze w tym przypadku nie liczymy otoczek wypuktych dla
elementow podziatu, ale znajdujemy mosty w inny sposob (metodg ,,prune
and search”, ktorg omowimy w jednym z kolejnych wyktadow).

Omawiany algorytm (podobnie jak np. algorytm Jarvisa) jest ,,output
sensitive” tzn. jego ztozonos¢ zalezy od rozmiaru wyniku.

Niech k bedzie rozmiarem otoczki wypukie;.

Ztozonos$¢ algorytmu Kirkpatricka 1 Seidela opisuje rOwnanie:
T(n,K) = (MaXy,— T(n/21,0) + T(n/21n) + O(n),

ktorego rozwigzaniem jest T(n,k) = O(n log k).

Z10zonos¢ pesymistyczna tego algorytmu wynosi O(n log n).



Metoda zamiatania.

Ustalamy pewna hiperplaszczyzne (np. prosta w R?, plaszczyzne w R3).
Nazywamy jg miotlg.

Przesuwamy miotl¢ w wyznaczonym kierunku (kierunku zamiatania).
Pozycje, w ktorych miotla zatrzymuje si¢ nazywamy zdarzeniami.
Informacje o nich przechowujemy w strukturze zdarzen.

Informacje potrzebne do obliczen przechowujemy w strukturze(-ach)
stanu. Struktura stanu jest aktualizowana w kazdym zdarzeniu.

Niezmiennik metody zamiatania polega na tym, ze na zamiecionym
obszarze znane jest rozwigzanie badanego problemu dla zdarzen
nalezacych do tego obszaru.



Algorytm zamiatania.

Struktura zdarzen — lista L uporzadko-
wanych po x-ach punktoéw z S.

Struktura stanu — dwukierunkowa lista
CH opisujaca otoczke dla ,,zamie-
cionych” punktow.

I:=pierwszy element L; CH:=puste;
while i = nil do

znajdz styczne do otoczki z CH
Zawlerajace 1;
aktualizuj CH i L;




Ztozono$¢ algorytmu.
Algorytm dziata w czasie O(n logn) :
- uporzgdkowanie punktow wymaga czasu O(n log n),

- znalezienie stycznych do aktualnej otoczki zawierajgcych badany punkt
wymaga czasu O(n) (zalezy od liczby usuwanych wierzchotkow

| rozmiaru zbioru S),
- usuni¢cie wierzchotkdéw ,,pochtanianych” przez tworzong otoczke
wymaga czasu O(n).

Algorytm zamiatania dziata rOwniez w przestrzeni trojwymiarowej] w
czasie O(n?).



Algorytm Grahama.

znajdz punkt ¢ z S 0 nayjmniejszej
wspotrzednej y-owey;

posortuj biegunowo wzgledem c
pozostate punkty z S 1 stworz liste L;

wstaw c i pierwsze dwa elementy z
L do stosu CH;

z.=kolejny element z L;
while z = nil do

zdejmij dwa elementy X,y ze stosu
CH;

If |£xyz| > n
then wstaw X,z do CH
else wstaw X,y,z do CH;
z.=kolejny element z L;
return CH;




Z10ozonos¢ algorytmu.
Algorytm dziata w czasie O(n logn) :
- uporzgdkowanie punktow wymaga czasu O(n log n),

- czas znalezienia otoczki wynosi O(n) (jest proporcjonalny do sumy
liczby usuwanych wierzchotkow 1 rozmiaru zbioru S).

Algorytm Grahama nie ma bezposredniego odpowiednika w wymiarach
wyzszych niz 2 z uwagi na niemoznos¢ liniowego uporzadkowania
danych punktow.



Algorytm przyrostowy.

wez trzy punkty ze zbioru S 1 stworz
z nich otoczke CH;

fori:=4tondo
If I-ty punkt z S nie nalezy do
wnetrza CH
then
znajdz styczne do CH prze-
chodzace przez ten punkt;
aktualizuj CH;




Ztozono$¢ algorytmu.

Struktura CH jest wzbogaconym, zrownowazonym drzewem poszukiwan
binarnych (porzadek wyznacza kolejnos¢ punktow na otoczce, ich
wspoltrzedne sg pamigtane w weztach drzewa). Mozemy tez uzy¢
zrownowazonych drzew BST dla dolnego 1 gornego tancucha CH.

Koszt sprawdzenia, czy badany punkt lezy na zewnatrz aktualnej otoczki
wypukiej jest logarytmiczny.

Liczba usuwanych wierzcholtkow jest O(n) a koszt kazdego usunigcia jest
logarytmiczny. Podobnie jest dla wstawien wierzchotkow do CH.

Zatem algorytm ma koszt O(n log n).

W trzech wymiarach algorytm ma ztozonos$¢ O(n?).



Algorytm Quickhull

CH — lista opisujgca wierzchofki
otoczki z dowigzaniami do list
punktow na zewnatrz otoczki.

znajdz w S punkty skrajne wzgledem
wspotrzednych 1 wstaw je do CH;
wybierz punkt wewnatrz otoczki;
while sg punkty z S na zewnatrz
otoczki do
przyporzadkuj punkty z S katom
tworzonym przez wybrany punkt
1 wierzchotki aktualnej otoczki CH;
w kazdym kacie znajdz punkt z S
najbardziej odlegly od otoczki;
dodaj wybrane punkty do otoczki;
return CH;




Ztozono$¢ algorytmu.
Pesymistyczna ztozonos$¢ algorytmu wynosi O(n?).

Jesli rozmiar otoczki wypuktej jest ograniczony przez stalg c, to ztozonos¢
algorytmu wynosi O(cn).

Algorytm rowniez dziata w przestrzeni trojwymiarowe;.

Po znalezieniu zbioru punktow powiekszajacych otoczke, znajdujemy jej
sciany przed dokonaniem kolejnego podziatu zbioru punktow lezacych na
zewnatrz otoczki. Pesymistyczna zlozonos$¢ tego algorytmu wynosi O(n?).



Oczekiwana ztozonosc¢ algorytmow znajdywania otoczki wypukte;.

Staramy si¢ oszacowac oczekiwang liczbe wierzchotkow otoczki wypuktej
dla losowego uktadu punktow. Wynik zalezy od wyboru przestrzeni
probabilistycznej. Mamy:

-dla rownomiernego rozktadu punktow w wielokacie wypuktym — O(log n)
[Rényi-Sulanke],

- dla rownomiernego rozkltadu punktow w kole — O(n13) [Raynaud],

- rozktadu normalnego na ptaszczyznie — O(log? n) [Raynaud].

W zaleznosci od wyboru modelu mamy tez odpowiednie oczekiwane
ztozonosci dla algorytmow Jarvisa 1 Quickhull.



Dziekuje za uwage.



Cwiczenia 1.

1. Jak sprawdzi¢, po ktorej stronie prostej przechodzace) przez punkty p 1 q
znajduje si¢ punkt r ?

2. Pokaz, ze problem lokalizacji punktu w przestrzeni trojwymiarowej
mozemy rozwigza¢ w czasie O(n). (wieloscian jest zadany w postaci
uporzadkowanych list sgsiedztwa z dowigzaniami)

3. Udowodnij, ze otoczka wypukla jest wyznaczona jednoznacznie.

4. Czy dowolny podzial zbioru S na mate podzbiory ma wptyw na ztozonos¢
czasowg algorytmu ,,dziel 1 rzadz” ?

5. Udowodnij, ze algorytm ,,dziel 1 rzadZ” znajduje otoczke wypukia
punktow w przestrzeni trojwymiarowej w czasie O(n log n).

6. Jak znalez¢ styczne w algorytmie Kirkpatricka-Seidela ?

7. Pokaz, ze pesymistyczna ztozono$¢ algorytmu zamiatania w przestrzeni
trojwymiarowej wynosi (n?).

8. Pokaz, ze pesymistyczna ztozonos¢ algorytmu QUICKHULL w
przestrzeni dwuwymiarowej wynosi Q(n?).



9. Niech S bedzie zbiorem n (by¢ moze przecinajacych si¢) jednostkowych
okregow na plaszczyznie. ChcielibySmy obliczy¢ otoczke wypukia S.
- Pokaz, ze brzeg otoczki wypuktej sktada si¢ z odcinkow 1 kawatkow
okregow z S.
- Pokaz, ze kazdy okrag moze wystapi¢ co najwyzej raz na brzegu otoczki
wypukile;j.
- Niech S' bedzie zbiorem punktow, ktore sg sSrodkami okregow z S. Pokaz,

ze okrag z S pojawia si¢ na brzegu otoczki wypuktej wtedy 1 tylko wtedy,
gdy srodek tego okregu lezy na otoczce wypukiej S'.

- Podaj algorytm obliczania otoczki wypukte; S w czasie O(n log n).
- (*) Podaj algorytm obliczania otoczki wypukiej w czasie O(n log n) w
przypadku, w ktorym okregi z S majg r6zne promienie.

10. Dla n danych punktow na ptaszczyznie zbuduj w czasie O(n log n)
wielokat prosty (tzn. tamang zamknietg, ktorej krawedzie nie przecinajg si¢)
o wierzchotkach w tych punktach.

11. Niech S bedzie zbiorem n punktéw na ptaszczyznie a wspotrzedne tych
punktow beda liczbami catkowitymi od 0 do n%-1, gdzie d jest stata. Podaj
algorytm znajdujacy otoczke wypukla S w czasie liniowym.



