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Abstract. We revisit residue formulas for the push-forward in the cohomology
of the even orthogonal Grassmannian. This space has two components, and the
formula for a single component demands separate attention. We correct errors
spread throughout the literature.

Push–forward formulas for Grassmann bundles play a significant role in inter-
section theory. We take a closer look at the residue formulas applicable to bundles
having even orthogonal Grassmannians as their fibers. While the existing literature
covers results only for fibers OG(n, 2n) = O2n/P – a variety with two components,
statements regarding OG(n, 2n)+ = SO2n/P remain unproven and are formulated
incorrectly. We present a complete solution with a proof in the language of equi-
variant cohomology. Our formulas in equivariant cohomology are equivalent to the
corresponding expressions given in terms of the formal Chern roots of the involved
vector bundle.

1. The main results

Let V be a 2n-dimensional complex vector space equipped with a non-degenerate,
symmetric bilinear form Ω. Let OG(n, 2n) be the variety, called orthogonal Grass-
mannian, parametrizing maximal isotropic subspaces of V . It can be written as
the quotient O(V )/P, where P is the parabolic subgroup stabilising a fixed maximal
isotropic subspace. The variety OG(n, 2n) has two isomorphic connected compo-
nents, which we denote OG(n, 2n)+ and OG(n, 2n)−. The sign depends on the
choice of a reference isotropic subspace, which will be made canonical after choos-
ing a canonical form of Ω. We study the push-forward along the projection to the
one-point space π : OG(n, 2n)± → pt in torus-equivariant cohomology. There are
residue formulas for such push-forwards (see for example [DP19, Zie18b] or [WZ19]
for a K–theoretical version), but they consider the two connected components to-
gether, i.e. the push-forward along the projection O(V )/P → pt. While there is an
isomorphism OG(n, 2n)+ ≃ OG(n− 1, 2n− 1) (see e.g. [Tev05, p 29.]), it does not
easily yield compact push-forward formulas for OG(n, 2n)+. The main obstacle
is the rank of the maximal torus in SO2n−1 which is smaller than the rank of the
maximal torus in SO(V ) ≃ SO2n. The action of the additional C∗ is not visible in
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the presentation OG(n, 2n)+ ≃ SO2n−1/(P∩ SO2n−1).

Let T ≃ (C∗)n be a torus. For a T-space X let H∗
T(X) denote the T-equivariant

cohomology ring of X with coefficients in Q. For X = OG(n, 2n)± and the ac-
tion of a maximal torus T ⊂ SO(V ), the fixed point set of the action is finite.
Any class α ∈ H∗

T(X) is determined by its restrictions to fixed points. Since
H∗

T(pt) ≃ Q[t1, . . . , tn], each such restriction is a polynomial in the characters
t1, . . . , tn of T ≃ (C∗)n. We will assume that α comes from H∗

SO2n
(OG(n, 2n)±),

then the restriction of α at one fixed point determines all other restrictions. They
differ by the action of the Weyl group.

We will be interested in the classes of the form α = φ(R∨), where R is the
tautological bundle of rank n over OG(n, 2n)± and φ is a characteristic class, that
is, a polynomial in the Chern classes, which is identified with a symmetric polyno-
mial in n variables. The Schur classes are of special interest. We prefer to look at
the dual bundle R∨ to get rid of annoying signs and to have formulas compatible
with [PR97]. Also note that the tangent space TOG(n,2n) is isomorphic to ∧2(R∨),
which will make our local contributions to the push-forward entirely expressed in
terms of the Chern roots of R∨. In this note, we show that the push-forward of
characteristic classes of R∨ can be expressed as residues of certain meromorphic
functions.

Let us choose a basis {e1, . . . , en, fn, . . . , f1} of V in such a way that Ω(ei, fi) = 1
and Ω(ei, ej) = 0 = Ω(fi, fj) = Ω(ei, fj) for i ̸= j, then the fixed points are the
subspaces

p = span{w1, . . . , wn}, where wi = ei or wi = fi.

A fixed point is contained in the component OG(n, 2n)+ if and only if it has an
even number of vectors fi in the presentation above. Thus the parabolic group P is
block-lower-triangular. The maximal torus T is the standard diagonal torus. Let
t1, t2, . . . , tn be the characters corresponding to the first n coordinates. In other
words, the torus consists of the diagonal matrices

x = diag(x1, . . . , xn, x
−1
n , . . . , x−1

1 )

and ti(x) = xi. We introduce formal variables z1, . . . , zn and given a meromorphic
form

g(z1, . . . , zn)dz1 . . . dzn

we denote by Resz=∞ g(z)dz the iterated residue operation

Reszn=∞(Reszn−1=∞(. . . (Resz1=∞ g(z1, . . . , zn)dz1) . . . )dzn−1)dzn.

We prove the following:
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Theorem 1. Let α = φ(R∨) ∈ H∗
T(OG(n, 2n)+) and let π+ : OG(n, 2n)+ → pt be

the constant map. Then

π+
∗ α =

2n−1

n!
∏

i ti
Resz=∞ φ(z)

∏
i ̸=j(zj − zi)

∏
i<j(zi + zj)

∏
i zi (

∏
i ti +

∏
i zi)∏

i,j(t
2
i − z2j )

dz.

Let α = φ(R∨) ∈ H∗
T(OG(n, 2n)−) and let π− : OG(n, 2n)− → pt. Then

π−
∗ φ(R∨) =

2n−1

n!
∏

i ti
Resz=∞ φ(z)

∏
i ̸=j(zj − zi)

∏
i<j(zi + zj)

∏
i zi (

∏
i ti −

∏
i zi)∏

i,j(t
2
i − z2j )

dz.

We give an alternative form of residue formula, which is slightly less complicated:

Theorem 2. With the assumptions as above

π+
∗ α =

2n−1∏
i ti

∏
i<j(t

2
j − t2i )

Resz=∞ φ(z)

∏
i<j(zj − zi)

∏
i zi (

∏
i ti +

∏
i zi)∏

i(t
2
i − z2i )

dz.

π−
∗ α =

2n−1∏
i ti

∏
i<j(t

2
j − t2i )

Resz=∞ φ(z)

∏
i<j(zj − zi)

∏
i zi (

∏
i ti −

∏
i zi)∏

i(t
2
i − z2i )

dz.

Using the push-forward formulas of Theorem 2, we compare the push-forwards
of the Schur polynomials on the two components. The result is the following.

Theorem 3. Let λ = (λ1, . . . , λn) be a partition, and sλ the corresponding Schur
polynomial. Denote by ρ(n) the partition ρ(n) = (n, n − 1, . . . , 1). Then the
following holds:

π+
∗ sλ(R∨) = 2n−1


sµ(t

2
1, . . . , t

2
n) λ = 2µ+ ρ(n− 1)

t1 . . . tnsµ(t
2
1, . . . , t

2
n) λ = 2µ+ ρ(n)

0 otherwise,

π−
∗ sλ(R∨) = 2n−1


sµ(t

2
1, . . . , t

2
n) λ = 2µ+ ρ(n− 1)

−t1 . . . tnsµ(t
2
1, . . . , t

2
n) λ = 2µ+ ρ(n)

0 otherwise.
In particular, the push-forwards of the Schur class sλ(R) on OG(n, 2n)+ and
OG(n, 2n)− are equal, unless λ is of the form 2µ + ρ(n) for some partition µ,
in which case the push-forwards differ by the factor (−1).

The case λ = 2µ + ρ(n) is overlooked in [PR97, Theorem 5.21]. Note that in
[DP19, below Theorem 3.1] it is claimed that the integrals over OG(n, 2n)+ and
OG(n, 2n)− are equal. This is a false statement.

Example 1. Let n = 2 and
φ(z1, z2) = s2,1(z1, z2) = z1z2(z1 + z2) .

The orthogonal Grassmannian is of dimension one and
OG(1, 2)± ≃ P1 .
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The tangent bundle TOG(1,2) is isomorphic to ∧2R∨ . Then, applying the localization
formula for the push-forward (see (3) below), we obtain

π+
∗ (α) =

φ(t1, t2)

t1 + t2
+

φ(−t1,−t2)

−t1 − t2
=

t1t2(t1 + t2)

t1 + t2
+

t1t2(−t1 − t2)

−t1 − t2
= 2t1t2 ,

while

π−
∗ (α) =

φ(−t1, t2)

−t1 + t2
+

φ(t1,−t2)

t1 − t2
=

−t1t2(−t1 + t2)

−t1 + t2
+

−t1t2(t1 − t2)

t1 − t2
= −2t1t2 .

Of course the extreme case n = 1, φ(z1) = s1(z1) is more appealing. We leave the
contemplation of that case to the reader.

2. Cohomological formulas for the push-forward

The proof of Theorem 1 is based on the following push-forward formula of [Zie14,
Formula 4]. Let α = φ(R∨) ∈ H∗

T(OG(n, 2n)) and let π : OG(n, 2n) → pt. Then

(1) π∗α =
2n

n!
Resz=∞

φ(z)
∏

i ̸=j(zj − zi)
∏

i<j(zi + zj)
∏

i zi∏
i,j(zi + tj)(ti − zj)

dz.

Remark 1. The above formula can be rewritten using the formalism of Chern
roots:

(2) π∗α =
1

n!
Resz=∞

φ(z) ∆(z) eu(Sym2(z))

eu(z⊗ t) eu(t⊗ z∨))
dz ,

Here the set of variables z is identified with the formal vector space spanned by
the characters belonging to z, the Euler class is the product of its elements and

∆(z) =
∏
i ̸=j

(zj − zi) .

The conceptual proof of the analogous formula in K–theory can be found in [WZ19,
§5.2].

Let us briefly sketch the proof of Formula 1. By the Atiyah–Bott–Berline–Vergne
localization formula ([AB84, BV82]), the push-forward π∗α can be computed by
summing up the contributions from all the fixed points,

(3) π∗α =
∑
p∈XT

α|p

eu(p)
,

where eu(p) is the product of the characters of T which appear in the tangent rep-
resentation at the fixed point p. On the other hand, taking the residue at infinity
gives minus the sum of residues at all the poles of the function under the residue.
Iterating the procedure gives a sum of residues at z1 = ±t1, . . . , zn = ±tn as all
other residues vanish, and each such residue corresponds to exactly one fixed point
contribution in the localization formula.
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There is a more economical (from the computational point of view) expression
which can serve as a factor under the residue. The complicated product

2n

n!

∏
i ̸=j(zj − zi)

∏
i<j(zi + zj)

∏
i zi∏

i,j(zi + tj)(ti − zj)

can be replaced by
2n∏

i<j(t
2
j − t2i )

∏
i<j(zj − zi)

∏
i zi∏

i(t
2
i − z2i )

.

It is enough to check that it has the right residue at

(z1, z2, . . . , zn) = (±t1,±t2, . . . ,±tn) ,

namely
1

eu(∧2(±t))
=

1∏
i<j(±ti ± tj)

.

Example 2. Let n = 2 and

K(z1, z2) =
(z2 − z1)z1z2

(t21 − z21)(t
2
2 − z22)

.

We have

Resz1=t1 Resz2=t2 K(z1, z2)dz =
−t1 + t2

4
,

Resz1=t1 Resz2=−t2 K(z1, z2)dz =
−t1 − t2

4
,

Resz1=−t1 Resz2=t2 K(z1, z2)dz =
t1 + t2

4
,

etc. Correcting by the constant factor 4
t22−t21

we obtain what we need.

Theorem 4. Let α = φ(R∨) ∈ H∗
T(OG(n, 2n)). Then

π∗α =
2n∏

i<j(t
2
j − t2i )

Resz=∞
φ(z)

∏
i<j(zj − zi)

∏
i zi∏

i(t
2
i − z2i )

dz.

This formula was already applied in [Zie18a] to compute the push-forward of
Schur classes.

Remark 2. Yet another formula is provided by [DP19, Theorem 3.1]. It applies
to any partial flag variety. For the orthogonal Grassmannian it specializes to

π∗(φ(R∨)) =
(
φ(z)

n∏
i=1

(2zi)
∏
i<j

((zi − zj)(zi + zj))
n∏

i=1

s1/zi(C
2n)

)
[z2n−1

1 z2n−2
2 ...znn ]

.
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The expression above is written in formal variables zi, while the ±ti serve as the
Chern roots of C2n. Here f(z)[zλ] denotes the coefficient of zλ in the expansion at
infinity. The Segre formal series is equal to

s1/zi(C
2n) =

n∏
j=1

1

(1− tj
zi
)(1 +

tj
zi
)
, expansion at zi = ∞ .

In terms of residues the formula of [DP19] can be written as

π∗(φ(R∨)) = (−1)n Resz=∞ φ(z)

∏n
i=1(2zi)

∏
i<j((zi − zj)(zi + zj))∏n

i=1 z
2n−i+1
i

∏
i,j(1−

tj
zi
)(1 +

tj
zi
)
dz

= (−1)nResz=∞ φ(z)

∏n
i=1 z

i−1
i

∏n
i=1(2zi)

∏
i<j(z

2
i − z2j )∏

i,j(z
2
j − t2i )

dz

= 2n Resz=∞ φ(z)

∏n
i=1 z

i
i

∏
i<j(z

2
i − z2j )∏

i,j(t
2
i − z2j )

dz .

This formula can be obtained from (1), altough it has less factors.

3. Proof of formulas for the components OG(n, 2n)±

In the Atiyah-Bott-Berline-Vergne formula for OG(n, 2n)± the contributions
from the fixed points remain the same for those fixed points which are in the com-
ponent in question (and are zero for the remaining points). The fixed points of
the torus action on OG(n, 2n) ≃ O(V )/P are the isotropic coordinate subspaces.

Proof of Theorem 1. In the localization formula (3), the contribution form p =
span{w1, . . . , wn} is equal to

φ(±t1, . . . ,±tn)∏
i,j(±ti ± tj)

,

where the plus signs appear at those indices i for which wi = fi. With our
convention, after identifying OG(n, 2n) ≃ O2n/P the contribution at id P is equal
to

φ(t1, . . . , tn)∏
i,j(ti + tj)

.

Our formula for the push-forward for OG(n, 2n)+ given in Theorem 1 differs
from the formula (1) by the factor

(4) X+(z1, . . . , zn) :=

∏
i ti +

∏
i zi

2
∏

i ti
.



PUSH-FORWARD FORMULAS FOR EVEN ORTHOGONAL GRASSMANNIANS 7

This factor does not introduce new poles in the form under the residue, as the
residue is taken with respect to the zi’s. The only non-vanishing residues come
from zi = ±ti, and they are equal to the fixed-point contributions in the Atiyah-
Bott-Berline-Vergne formula, multiplied by the factor X evaluated at zi = ±ti.
We have

X+(±t1, . . . ,±tn) =

∏
i±ti +

∏
i ti

2
∏

i ti
=

((−1)k + 1)
∏

i ti
2
∏

i ti
,

where k is the number of indices for which zi = −ti. This expression vanishes for
k odd and is equal to 1 otherwise. Therefore it corrects the push-forward formula
(1) by multiplying by zero the contributions coming from the fixed points in the
component OG(n, 2n)− and leaving the remaining contributions intact.

Similarly, for OG(n, 2n)−, the factor

X−(z1, . . . , zn) :=

∏
i ti −

∏
i zi

2
∏

i ti

vanishes at fixed points belonging to OG(n, 2n)+ and is equal to 1 on fixed points
in OG(n, 2n)−. □

The identical argument shows that the push-forward formulas derived from The-
orem 4 also work. We obtain Theorem 2.

4. Push-forwards of Schur polynomials

We apply Theorem 2 to prove Theorem 3. A key trick in the computation
is to use the relation between the residue at infinity and the residue at zero,
Resz=∞ f(z)dz = Reszi=0

(−1)
z2

f(z−1)dz, so that

Resz=∞ f(z)dz = Resz=(0,...,0)
(−1)n

z21 . . . z
2
n

f(z−1)dz,

and the latter residue is simply the coefficient at z−1
1 . . . z−1

n in the series expansion
for the expression under the residue.

Proof of Theorem 3. One of the ways of defining Schur polynomials is the following
formula (see e.g. [Mac15, §I.3]):

sλ1,...,λn(z1, . . . , zn) :=
det[zλi+n−i

j ]i,j=1,...,n∏
1≤i<j≤n(zi − zj)

,
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where

[zλi+n−i
j ]i,j=1,...,n =


zλ1+n−1
1 zλ1+n−1

2 . . . zλ1+n−1
n

zλ2+n−2
1 zλ2+n−2

2 . . . zλ2+n−2
n

...
... . . . ...

zλn
1 zλn

2 . . . zλn
n

 .

Using the push-forward formula of Corollary 2 we get:

π+
∗ sλ(R∨) =

2n−1∏
i<j(t

2
j − t2i )

∏
i ti

Resz=∞ sλ(z)

∏
i<j(zj − zi)

∏
i zi (

∏
i ti +

∏
i zi)∏

i(t
2
i − z2i )

dz

=
2n−1∏

i<j(t
2
j − t2i )

Resz=∞
det[zλi+n−i

j ]i,j∏
i<j(zi − zj)

·
∏

i<j(zj − zi)
∏

i zi (
∏

i zi +
∏

i ti)∏
i(t

2
i − z2i )

∏
i ti

dz

=
2n−1(−1)(

n
2)∏

i<j(t
2
j − t2i )

Resz=∞
det[zλi+n−i

j ]i,j
∏

i zi (
∏

i zi +
∏

i ti)∏
i(t

2
i − z2i )

∏
i ti

dz,

where the sign (−1)(
n
2) comes from cancelling out the products of (zi − zj) in

the numerator and the denominator. Denoting the constant factor in front of the
residue by

C :=
2n−1(−1)(

n
2)∏

i<j(t
2
j − t2i )

=
2n−1∏

i<j(t
2
i − t2j)

and changing the residue at infinity to a residue at zero we get:

π+
∗ sλ(R∨) = C · Resz=0

(−1)n

z21 . . . z
2
n

det[z−λi−n+i
j ]i,j

∏
i z

−1
i (

∏
i z

−1
i +

∏
i ti)∏

i(t
2
i − z−2

i )
∏

i ti
dz

= C · Resz=0

det[z−λi−n+i
j ]i,j

∏
i z

−2
i (1 +

∏
i tizi)∏

i(1− t2i z
2
i )
∏

i ti
dz.

Splitting the expression under the residue as the sum of two parts one gets

det[z−λi−n+i
j ]i,j

∏
i z

−2
i (1 +

∏
i tizi)∏

i(1− t2i z
2
i )
∏

i ti

=
det[z−λi−n+i

j ]i,j
∏

i z
−2
i∏

i(1− t2i z
2
i )
∏

i ti
+

det[z−λi−n+i
j ]i,j

∏
i z

−2
i (

∏
i tizi)∏

i(1− t2i z
2
i )
∏

i ti
.

As taking the residue is an additive operation, we deal with the two summands
separately. Expanding the determinant using the permutation formula and ex-
panding 1

1−t2i z
2
i

into a power series we have
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A =
det[z−λi−n+i

j ]i,j
∏

i z
−2
i∏

i(1− t2i z
2
i )
∏

i ti

=
∏
i

t−1
i z−2

i

∑
σ∈Σn

(−1)sgn(σ)z−λ1−n+1
σ(1) . . . z−λn

σn

∞∑
i1,...,in=0

(t1z1)
2i1 . . . (tnzn)

2in

=
∑
σ∈Σn

(−1)sgn(σ)
∞∑

iσ(1),...,iσ(n)=0

t
2iσ(1)−1

iσ(1)
. . . t

2iσ(n)−1

iσ(n)
z
2iσ(1)−2−(λ1+n−1)

iσ(1)
. . . z

2iσ(n)−2−λn

iσ(n)
,

and similarly for the other summand

B =
det[z−λi−n+i

j ]i,j
∏

i z
−2
i

∏
i tizi∏

i(1− t2i z
2
i )
∏

i ti

=
∑
σ∈Σn

(−1)sgn(σ)
∞∑

iσ(1),...,iσ(n)=0

t
2iσ(1)

iσ(1)
. . . t

2iσ(n)

iσ(n)
z
2iσ(1)−1−(λ1+n−1)

iσ(1)
. . . z

2iσ(n)−1−λn

iσ(n)
.

Taking the residue at zero returns the coefficient at z−1
1 . . . z−1

n . For the summand
A it is zero unless λ = ρ(n) + 2µ, and for λ = ρ(n) + 2µ one has

Resz=0A =
∑
σ∈Σn

(−1)sgn(σ)t1 . . . tnt
2µ1+2n−2
σ(1) . . . t2µn

σ(n).

For the summand B, taking the residue gives zero unless λ = ρ(n− 1) + 2µ, and
in the latter case the result is

Resz=0B =
∑
σ∈Σn

(−1)sgn(σ)t2µ1+2n−2
σ(1) . . . t2µn

σ(n).

Finally, recognizing the sums over permutations as determinants, one gets

π+
∗ sλ(R∨) = C · Resz=0(A+B)

=
2n−1∏

i<j(t
2
i − t2j)

· Resz=0(A+B)

= 2n−1(−1)(
n
2)


sµ(t

2
1, . . . , t

2
n) λ = 2µ+ ρ(n− 1)

t1 . . . tnsµ(t
2
1, . . . , t

2
n) λ = 2µ+ ρ(n)

0 otherwise
.
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For the connected component OG(n, 2n)−, one immediately has

π−
∗ sλ(R∨) =

C∏
i<j(t

2
j − t2i )

· Resz=0(A−B)

= 2n−1


sµ(t

2
1, . . . , t

2
n) λ = 2µ+ ρ(n− 1)

−t1 . . . tnsµ(t
2
1, . . . , t

2
n) λ = 2µ+ ρ(n)

0 otherwise
.

□

5. K–theory

The residue formulas for the push-forward in K–theory of flag varieties were
given in [AR18, RS22]. Additional formulas for a range of homogeneous spaces
were derived in [WZ19]. Studying the K–theory push-forward formula for the even
orthogonal Grassmannian is somewhat more challenging. The primary reason is
the absence of symmetry. The Euler class in K–theory1 is not symmetric, i.e. in
general

euK(E) ̸= (−1)rk(E)euK(E∨) .

We could not find a function playing the role of the correction factor X+ of
formula (4). What is needed is a function F (z1, . . . , zn, t1, . . . , tn) which after the
substitution zi := t±1

i is equal 0 or 1 depending on the parity of the plus signs. The
application of the product of K-theoretic Euler classes does not serve the purpose.

As in the homological case the K–theoretical push-forwards from the components
of OG(n, 2n) do not coincide.

Example 3.

π+
! (∧

2R∨) =
t1t2

1− t−1
1 t−1

2

+
t−1
1 t−1

2

1− t1t2
= 1 + t1t2 + t−1

1 t−1
2 ,

while

π−
! (∧

2R∨) =
t−1
1 t2

1− t1t
−1
2

+
t1t

−1
2

1− t−1
1 t2

= 1 + t1t
−1
2 + t−1

2 t1 .

For a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λn), λn ≥ 0, let Sλ(R∨) be the Schur
functor applied to the dual tautological bundle. The result π+

! (Sλ(R∨)) can be
easily described. Consider the fibration

ν : SO2n/B− −→ SO2n/P ,

where B− is the group of lower-triangular matrices from SO2n. The fiber P/B−

is isomorphic to the (classical) full flag variety. Moreover, Sλ(R∨) is equal to

1For a line bundle L the K–theoretic Euler class is equal to euK(L) = 1− [L∨].
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the push-forward νK
! (Lλ), where Lλ = P×B−Cλ is the line bundle defined by the

character λ. This is just the Borel-Weil-Bott Theorem applied fiberwise. Thus

π+
! (Sλ(R∨)) = (π+ ◦ ν)!(Lλ) = χ(Vλ)

is the character of the highest weight representation Vλ of SO2n. One can check
that if λn = 0 then π+

! (Sλ(R∨)) = π−
! (Sλ(R∨)). For the remaining weights the

representations π+
! (Sλ(R∨)) and π−

! (Sλ(R∨)) differ by the conjugation induced by
an element of O2n \ SO2n. This is the K–theoretic counterpart of Theorem 3. The
same argument applies to generalized partitions satisfying λn−1 + λn ≥ 0 instead
of λn ≥ 0, which parametrize all highest weights for SO2n.

It seems that there is no easy analogue of the residue formula generalizing The-
orems 1 and 2.
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