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Chapter 3
Category theory

One of the main purposes of this book is to present a general, abstract theory of
specifications, which is independent from the exact details of the semantic struc-
tures (algebras) used to model particular aspects of program behaviour. Appropriate
mathematical tools are required to support the development of such a theory. The
basics of category theory provide us with just what we need: a simple, yet pow-
erful language that allows definitions and results to be formulated at a sufficiently
general, abstract level.

The most fundamental “categorical dogma” is that for many purposes it does not
really matter exactly what the objects we study are; more important are their mutual
relationships. Hence, objects should never be considered on their own, they should
always come equipped with an appropriate notion of amorphismbetween them. In
many typical examples, the objects are sets with some additional structure imposed
on them, and their morphisms are maps that preserve this structure. “Categorical
dogma” states that the interesting properties of objects may be formulated purely in
terms of morphisms, without referring to the internal structure of objects at all. As
a very simple example, consider the following two definitions.

Definition. Given two setsA andB, the Cartesian productof A andB is the set
A×B that consists of all the pairs of elements fromA andB, respectively:A×B =
{〈a,b〉 | a∈ A,b∈ B} ut

Definition. Given two setsA andB, aproductof A andB is a setP together with two
functionsπ1:P→ A andπ2:P→ B such that for any setC with functions f :C→ A
andg:C→B there exists a unique functionh:C→Psuch thath;π1 = f andh;π2 = g.
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98 3 Category theory
ut

It is easy to see that the Cartesian product of any two sets is a product in the
sense of the latter definition, where the functionsπ1 andπ2 are the projections on
the first and second components respectively (HINT : Defineh:C→A×B by h(c) =
〈 f (c),g(c)〉 for all c∈C). Moreover, although a productP of two setsA andB does
not have to be their Cartesian productA×B since the elements ofP do not have to
be pairs of objects fromA andB, P is always isomorphic toA×B (there is a one-to-
one correspondence between elements ofP and ofA×B). Thus, the two definitions
may be viewed as equivalent for many purposes.

The reader may feel that the former definition (of the Cartesian product) is far
simpler than the latter (of a product). Indeed, to most of us, brought up to consider
set-theoretic concepts as the basis of all mathematics, this is in fact the case. How-
ever, the former definition suffers from a serious deficiency: it is formulated in terms
of elements and the membership relation for sets (which constitute the specific inter-
nal structure of sets). Consequently, it is very specifically oriented towards defining
the Cartesian product of sets and of sets only. If we now wanted to define the Carte-
sian product of, say, algebras (cf. Definition 1.2.9) we would have to reformulate
this definition substantially (in this case, by adding definitions of operations for
product algebras). To define the Cartesian product of structures of yet another kind,
yet another different version of this definition would have to be explicitly stated. It is
obviously desirable to avoid such repetition of the same story for different specific
kinds of objects whenever possible.

The latter definition (of a product) is quite different from this point of view. It
does not make reference to the internal structure of sets at all; it defines a product
of two sets entirely in terms of its relationships with these sets and with other sets.
To obtain a definition of a product of two algebras, it is enough to replace “set”
by “algebra” and “function” by “homomorphism”. The same would apply to other
kinds of structures, as long as there is an appropriate notion of a morphism between
them.

The conclusion we draw from this example is that, first of all, objects of any kind
should be considered together with an appropriate notion of a morphism between
them, and then, that the structure imposed on the collection of objects by these
morphisms should be exploited to formulate definitions at an appropriate level of
generality and abstraction.

Let us have a look at another example:

Definition. A function f :A→ B is surjectiveif for every b∈ B there existsa∈ A
such thatb = f (a). ut

Definition. A function f :A→B is anepimorphismif for any two functionsg,g′:B→
C, f ;g = f ;g′ impliesg = g′. ut

Definition. A function f :A→ B is a retraction if there exists a functiong:B→ A
such thatg; f = idB. ut

All the three definitions above are equivalent: a function is surjective if and only
if it is an epimorphism, if and only if it is a retraction. As with the previous example,
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3.1 Introducing categories 99

one may argue that the first of these definitions is very much specific to sets, and so
not abstract and not general enough. The two other definitions lack this deficiency:
they do not refer to the internal structure of sets, but use functions (set morphisms)
to define the concept. However, the two definitions when applied to other kinds of
objects (and their morphisms) may well turn out not to be equivalent. We cannot
say that one of them is “right” and the other is “wrong”; they simply incorporate
different aspects of what for sets is the property of “being surjective”. The lesson to
draw from this is that one has to be cautious when generalising a certain property to
a more abstract setting. An attempt to formulate a definition at a more general level
should provide us with a better understanding of the essence of the property being
defined; it may well turn out, however, that there is more than one essence in it,
giving several non-equivalent ways to reformulate the definition in a more abstract
way.

Finding an adequate generalisation is not always easy. Sometimes even very sim-
ple notions we are accustomed to viewing as fundamental are difficult to formulate
in categorical terms, as they depend in an essential way on the internal structure of
the objects under consideration, which is exactly what we want to abstract from.
The usual set-theoretic union operation is an example of such a notion.

Once we succeed in providing a more general version of a certain notion, it may
be instantiated in many different ways. It is interesting to observe how often an
adequate generalisation of an important specific concept leads to interesting instan-
tiations in the context of objects (and morphisms between them) different from the
ones we started with. Indeed, interesting instantiations in other contexts may be
regarded as a test of the adequacy of the generalisation.

A more wide-ranging polemic on the advantages of category theory presented at
a rather intuitive level may be found in [Gog91b].

With these remarks in mind, this chapter introduces the basic concepts and results
of category theory. It is not our intention to provide a full-blown introductory text
on category theory; although a few concepts are introduced which will not be used
elsewhere in this book, we consciously refrain from discussing many important but
more involved concepts and results. Our aim in this chapter is to provide a brief but
comprehensive overview of the basics of category theory, both in order to make this
book self-contained and to provide a handy reference.

3.1 Introducing categories

3.1.1 Categories

Definition 3.1.1 (Category).A categoryK consists of:

• a collection|K | of K -objects;
• for eachA,B∈ |K |, a collectionK(A,B) of K -morphismsfrom A to B; and
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100 3 Category theory

• for eachA,B,C∈ |K |, acomposition operation1 ; :K(A,B)×K(B,C)→K(A,C)

such that:

1. for all A,B,A′,B′ ∈ |K |, if 〈A,B〉 6= 〈A′,B′〉 thenK(A,B)∩K(A′,B′) = ∅;
2. (existence of identities) for eachA∈ |K |, there is a morphismidA ∈ K(A,A) such

that idA;g = g for all morphismsg ∈ K(A,B) and f ;idA = f for all morphisms
f ∈ K(B,A); and

3. (associativity of composition) for any f ∈K(A,B), g∈K(B,C) andh∈K(C,D),
f ;(g;h) = ( f ;g);h. ut

Notation. We refer toobjectsandmorphismsinstead ofK -objects andK -morphisms
when K is clear from the context. We writef :A→ B (in K ) for A,B ∈ |K |,
f ∈ K(A,B). For any f :A→ B, we will refer to A as thesourceor domain, and
to B as thetarget or codomainof f . The collection of all morphisms ofK will be
(ambigously) denoted byK as well, i.e.,K =

⋃
A,B∈|K |K(A,B). ut

The above is just one of several possible equivalent definitions of a category.
For example, the identities, the existence of which is required in (2), are sometimes
considered as part of the structure of a category.

Exercise 3.1.2.Prove that in any category, identities are unique. ut

The notion of a category is very general. Accepting the categorical dogma that
objects of any kind come equipped with a notion of morphism between them, it is
difficult to think of a collection of objects and accompanying morphisms that do
not form a category. Almost always there is a natural operation of morphism com-
position, which obeys two of the basic requirements above: it has identities and is
associative. Perhaps requirement (1), which allows us to unambigously identify the
source and target of any morphism, is the most technical and hence least intuitively
appealing. But even in cases where the same entity may be viewed as a morphism
between different objects, this entity can always be equipped with an explicit indi-
cation of the source and target of the morphism (cf. Example 3.1.6), thus satisfying
requirement (1).

In the rest of this subsection we give a number of examples of categories. We
start with some rather trivial examples, mainly of formal interest, and only then de-
fine some more typically considered categories. Further examples, which are often
more complex, may be found in the following sections of this chapter (and in later
chapters, see e.g. Section 10.3 for somewhat more complex examples).

Example 3.1.3 (Preorder categories).A binary relation≤ ⊆ X×X is apreorder
on X if:

• x≤ x for all x∈ X; and
• x≤ y∧y≤ z⇒ x≤ z for all x,y,z∈ X.

1 We will use semicolon ; to denote composition of morphisms in any category, just as we used
it for composition of functions and homomorphisms in the preceding chapters. Composition will
always be written in diagrammatic order:f ;g is to be read as “f followed byg”.
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3.1 Introducing categories 101

A preordercategory is a category that has at most one morphism with any given
source and target.

Every preorder≤⊆ X×X gives rise to a preorder categoryK≤ where|K≤|= X
andK≤(x,y) has exactly one element ifx≤ y and is empty otherwise.

This definition does not identify the categoryK≤ unambigously, since different
elements may be used as morphisms inK≤(x,y) for x≤ y. However, we will not
worry here about the exact nature of morphisms (nor objects) in a category, and we
will treat this and similar definitions below as sufficient. More formally, all cate-
gories satisfying the above requirements are isomorphic in the technical sense to be
discussed in Section 3.4 (cf. Definition 3.4.68).

Here are some trivial examples of preorder categories:

0: (the empty category)

1:

.

���
��

A
AAK

id

2:

.

���
��

A
AAK

id

- .

���
��

A
AAK

id

3:
. - . - .� �6 (+ identities)

4: . - . - . - .� �6� �6
� �

?
(+ identities)

...
...

Exercise.How many morphisms doesn have? ut

Example 3.1.4 (Discrete category).A categoryK is discretewhenever for all
A,B∈ |K |, K(A,B) is empty ifA 6= B and contains exactly one element (the identity)
otherwise.

Any collection of objectsX gives rise to a discrete categoryKX where|KX|= X.
ut
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Example 3.1.5 (Monoid category).A categoryK is amonoidif K has exactly one
object.

A set X together with a function ; :X×X → X and a distinguished element
id ∈ X is amonoid〈X, ;, id〉 if (x;y);z= x;(y;z) andid;x = x;id = x for all x,y,z∈ X.
Every monoid〈X, ;, id〉 gives rise to a monoid (category) having morphismsX and
composition ; . ut

Example 3.1.6 (Set, the category of sets).The categorySetof sets with functions
as morphisms is defined as follows:

Objects ofSet: sets;
Morphisms ofSet: functions; however, to ensure that the requirements stated in

Definition 3.1.1 are satisfied (disregarding the particular mathematical represen-
tation of the concept of a function one uses), we will always consider functions
with explicitly given domain and codomain. Thus, a morphism in the category
Setwith sourceA and targetB is a triple〈A, f ,B〉, where f :A→ B is a function.

ut

Example 3.1.7 (SetS, the category ofS-sorted sets).For any setS, the category
SetS of S-sorted sets is defined as follows:

Objects ofSetS: S-sorted sets;
Morphisms ofSetS: S-sorted functions (with explicitly given domain and codomain).

ut

Example 3.1.8 (Alg(Σ), the category ofΣ -algebras).For any signatureΣ , the cat-
egoryAlg(Σ) of Σ -algebras is defined as follows:

Objects ofAlg(Σ): Σ -algebras;
Morphisms ofAlg(Σ): Σ -homomorphisms (with explicitly given domain and codomain).

ut

Example 3.1.9 (CPO, the category of complete partial orders).The category
CPO of complete partial orders2 and continuous functions between them is defined
as follows:

Objects ofCPO: complete partial orders, i.e., partially ordered sets〈X,≤〉 such
that any countable chainx0≤ x1≤ . . . in 〈X,≤〉 has a least upper bound

⊔
i≥0xi ;

Morphisms ofCPO: continuous functions, i.e., functions that preserve least upper
bounds of countable chains. ut

Exercise 3.1.10.Complete the above examples by formalising composition in the
obvious way. Indicate identities and prove associativity of composition. ut

Example 3.1.11 (AlgSig, the category of algebraic signatures).The category
AlgSig of (algebraic) signatures is defined as follows:

2 Cpos and continuous functions as defined here are often referred to asω-cpos andω-continuous
functions, respectively.
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3.1 Introducing categories 103

Objects ofAlgSig: signatures;
Morphisms ofAlgSig: signature morphisms;
Composition inAlgSig: for any σ :Σ → Σ ′ and σ ′:Σ ′ → Σ ′′, their composition

σ ;σ ′:Σ → Σ ′′ is given by(σ ;σ ′)sorts = σsorts;σ ′sorts and(σ ;σ ′)ops = σops;σ ′ops,
cf. Exercise 1.5.3. ut

Exercise 3.1.12 (AlgSigder, the category of signatures with derived morphisms).
Recall the concept of a derived signature morphism from Definition 1.5.14. Define
the categoryAlgSigder of algebraic signatures with derived signature morphisms.
Use Exercise 1.5.18 to define composition of derived signature morphisms.ut

Example 3.1.13 (TΣ , the category of substitutions over a signatureΣ ). Recall
(cf. Section 1.4) that for any signatureΣ = 〈S,Ω〉 andS-sorted set of variablesX,
TΣ (X) is the algebra of terms overΣ with variablesX. TΣ (X) is characterised up to
isomorphism by the property that for anyΣ -algebraA, anyS-sorted mapv:X→ |A|
uniquely extends to aΣ -homomorphismv#:TΣ (X)→ A (Facts 1.4.4 and 1.4.10).

For any algebraic signatureΣ , the categoryTΣ of substitutions overΣ is defined
as follows (cf. Exercise 1.4.9):

Objects ofTΣ : S-sorted sets (of variables);
Morphisms ofTΣ : for any setsX andY, a morphismθ from X to Y is a sub-

stitution of terms with variablesY for variablesX, i.e., anS-sorted function
θ :X→ |TΣ (Y)|;

Composition inTΣ : given any setsX, Y and Z, and morphismsθ :X → Y and
θ ′:Y→ Z in TΣ , i.e., functionsθ :X→ |TΣ (Y)| andθ ′:Y→ |TΣ (Z)|, their com-
positionθ ;θ ′:X→ Z is the functionθ ;θ ′:X→ |TΣ (Z)| defined by(θ ;θ ′)s(x) =
(θ ′)#

s(θs(x)) for all s∈ S, x∈ Xs. ut

Exercise 3.1.14 (TΣ /Φ , the category of substitutions overΣ modulo equations
Φ). Generalise the above definition of the category of substitutions by consider-
ing terms up to an equivalence generated by a set of equations. That is, for any
algebraic signatureΣ = 〈S,Ω〉 and setΦ of Σ -equations, for anyS-sorted set of
variablesX define two termst1, t2 ∈ |TΣ (X)|s (for any sorts∈ S) to be equivalent,
written t1 ≡ t2, if Φ `Σ ∀X • t1 = t2 (cf. Section 2.4). Now, by analogy with the
category of substitutions, define the categoryTΣ /Φ to haveS-sorted sets as ob-
jects and substitutions moduloΦ as morphisms. A substitution of terms moduloΦ

with variablesY for variablesX is anS-sorted functionθ :X→ (|TΣ (Y)|/≡). Com-
position in TΣ /Φ is defined analogously as inTΣ , by choosing a representative
of each of the equivalence classes assigned to variables: givenθ :X→ (|TΣ (Y)|/≡)
andθ ′:Y→ (|TΣ (Z)|/≡), θ ;θ ′:X→ (|TΣ (Z)|/≡) maps anyx∈X to (θ ′)#(t), where
θ(x) = [t]≡ (show that the result does not depend on the choice of the representative
t ∈ θ(x)). ut

Exercise 3.1.15 (TΣ ,Φ , the algebraic 〈Σ ,Φ〉-theory). Building on the definition
of the category of substitutions modulo a set of equations sketched above, abstract
away from the actual names of variables used in the objects ofTΣ /Φ by listing them
in some particular order, as in derived signatures (cf. Definition 1.5.13). That is, for
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104 3 Category theory

any algebraic signatureΣ = 〈S,Ω〉 and setΦ of Σ -equations, define the category
TΣ ,Φ with sequencess1 . . .sn ∈ S∗ of sort names as objects. A morphism inTΣ ,Φ

from s1 . . .sn ∈ S∗ to s′1 . . .s′m∈ S∗ is ann-tuple〈[t1]≡, . . . , [tn]≡〉 of terms moduloΦ ,
where the equivalence≡ is sketched in Exercise 3.1.14 above, and fori = 1, . . . ,n,
ti ∈ |TΣ (Is′1...s′m

)|si , with Is′1...s′m
= { 1 :s′1, . . . , m :s′m}. The composition inTΣ ,Φ is

given by substitution on representatives of equivalence classes (the position of a
term in a tuple identifies the variable it is to be substituted for).TΣ ,Φ is usually
referred to as thealgebraic theoryoverΣ generated byΦ .3 ut

3.1.1.1 Foundations

In the above, and in the definition of a category in particular, we have very cau-
tiously used the non-technical termcollection, and talked ofcollectionsof objects
and morphisms. This allowed us to gloss over the issue of the choice of appropriate
set-theoretical foundations for category theory. Even a brief look at the examples
above indicates that we could not have been talking here just ofsets(in the sense
of Zermelo-Fraenkel set theory): we want to consider categories likeSet, where
the collection of objects consists of all sets, and so cannot be a set itself. Using
classes(collections of sets that are possibly too “large” to be sets themselves, as in
Bernays-G̈odel set theory) might seem more promising, since if we replace the term
“collection” by “class” in Definition 3.1.1 then at least examples of categories like
Set would be covered. However, this is not enough either, since even in this sim-
ple presentation of the basics of category theory we will encounter some categories
(like Cat, the category of “all” categories, and functor categories defined later in
this chapter) where objects themselves are proper classes and the collection of ob-
jects forms a “conglomerate” (a collection of classes that is too “large” to be a class,
cf. [HS73]). We refer to [B́en85] for a careful analysis of the basic requirements
imposed on a set theory underlying category theory.

Perhaps the most traditional solution to the problem of set-theoretic foundations
for category theory is sketched in [Mac71]. The idea is to work within a hierarchy of
set universes〈Un〉n≥0, where each universeUn, n≥ 0, is closed under the standard
set-theoretic operations, and is an element of the next universe in the hierarchy,
Un ∈ Un+1. Then there is a notion of category corresponding to each level of the
hierarchy, and one is required to indicate at which level of the hierarchy one is
working at any given moment.

However, in our view such pedantry would hide the intuitive appeal of “naive”
category theory. We will therefore ignore the issue of set-theoretic foundations for
category theory in the sequel, with just one exception: we define what it means for
a category to be (locally) small and use this to occasionally warn the reader about
potential foundational hazards.

3 In the literature, the algebraic theory overΣ generated byΦ is often defined with substitutions
considered as morphisms in the opposite direction, i.e., as the categoryTop

Σ ,Φ opposite toTΣ ,Φ

(cf. Definition 3.1.21 below).
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3.1 Introducing categories 105

Definition 3.1.16 (Small category).A categoryK is locally smallif for any A,B∈
|K |, K(A,B) is a set (an element of the lowest-level universeU0); K is small if in
addition|K | is a set as well. ut

3.1.2 Constructing categories

In the examples of the previous subsection, each category was constructed “from
scratch” by explicitly defining its objects and morphisms and their composition.
Category theory also provides numerous ways of modifying a given category to
yield a different one, and of putting together two or more categories to obtain a
more complicated one. Some of the simplest examples are given in this subsection.

3.1.2.1 Subcategories

Definition 3.1.17 (Subcategory).A categoryK1 is asubcategoryof a categoryK2
if |K1| ⊆ |K2| andK1(A,B) ⊆ K2(A,B) for all objectsA,B ∈ |K1|, with compo-
sition and identities inK1 the same as inK2. K1 is a full subcategory ofK2 if
additionallyK1(A,B) = K2(A,B) for all A,B∈ |K1|. K1 is awidesubcategory of
K2 if |K1|= |K2|. ut

For any categoryK , any collectionX ⊆ |K | of objects ofK determines a full
subcategoryK X of K , defined by|K X|= X. Whenever convenient, ifK is evident
from the context, we will identify collectionsX ⊆ |K | with K X.

Example 3.1.18 (FinSet, the category of finite sets).The categoryFinSetof finite
sets is defined as follows:

Objects ofFinSet: finite sets;
Morphisms and composition inFinSet: as inSet.

FinSet is a full subcategory ofSet. ut

Example 3.1.19.The category of single-sorted signatures is a full subcategory of
the categoryAlgSig of (many-sorted) signatures.

The discrete category of sets is a subcategory of the category of sets with inclu-
sions as morphisms, which is a subcategory of the category of sets with injective
functions as morphisms, which is a subcategory ofSet.

For any signatureΣ and setΦ of Σ -equations, the classModΣ (Φ) of Σ -algebras
that satisfyΦ determines a full subcategory ofAlg(Σ), which we denote by
Mod(Σ ,Φ). ut

Exercise 3.1.20.Give an example of two categoriesK1, K2 such that|K1| ⊆ |K2|,
K1(A,B) ⊆ K2(A,B) for all objectsA,B∈ |K1|, with composition inK1 the same
as inK2, but such thatK1 is not a subcategory ofK2. ut
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106 3 Category theory

3.1.2.2 Opposite categories and duality

One of the fundamental theorems of lattice theory (cf. e.g. [DP90]) is the so-called
duality principle. Any statement in the language of lattice theory has a dual, obtained
by systematically replacing greatest lower bounds by least upper bounds and vice
versa. The duality principle states that the dual of any theorem of lattice theory is
a theorem as well. In a sense, this allows the number of proofs in lattice theory to
be cut by half: proving a fact gives its dual “for free”. A very similar phenomenon
occurs in category theory; in fact, the duality principle of lattice theory may be
viewed as a consequence of a more general duality principle of category theory.
Replacing greatest lower bounds by least upper bounds and vice versa is generalised
here to the process of “reversing morphisms”.

Definition 3.1.21 (Opposite category).The opposite categoryof a categoryK is
the categoryKop where:

Objects ofKop: |Kop|= |K |;
Morphisms ofKop: Kop(A,B) = K(B,A) for all A,B∈ |Kop|;
Composition inKop: for f ∈ Kop(A,B) (i.e., f ∈ K(B,A)) andg∈ Kop(B,C) (i.e.,

g∈ K(C,B)), f ;g∈ Kop(A,C) is g; f ∈ K(C,A).

Kop: K :

A B C-
“ f ”

-
“g”

� �6
“ f ”;“ g”=“g; f ”

A B C�
f

�
g

�6 �
g; f ut

Exercise 3.1.22.Check that:

1. Kop is a category.
2. (Kop)op = K .
3. Identities inKop are the same as inK . ut

If W is a categorical concept (property, statement, . . . ) then itsdual, co-W, is
obtained by reversing all the morphisms inW. This idea may be formalised in two
ways. The first is to introduce a formal language of category theory, and then de-
fine the operation of forming a dual as an operation on formal statements in this
language. The other is to formally interpretco-W in a categoryK asW in the cat-
egoryKop. Since formalising the language of category theory is beyond the scope
of this book (but cf. [Mac71] or [Hat82]), we take the second option here and will
rely on an intuitive understanding of duality in the sequel. For example, consider the
following property of objects in a category:

P(X) : for any objectY there is a morphismf :Y→ X.

Then:

co-P(X) : for any objectY there is a morphismf :X→Y.
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Note that indeedco-P(X) in any categoryK amounts toP(X) in Kop.
Since any category is the opposite of a certain category (namely, of its opposite),

the following fact holds:

Fact 3.1.23 (Duality principle). If W holds for all categories thenco-W holds for
all categories as well. ut

3.1.2.3 Product categories

Definition 3.1.24 (Product category).For any two categoriesK1 andK2, theprod-
uct categoryK1×K2 is defined by:

Objects ofK1×K2: |K1×K2|= |K1|× |K2| (the Cartesian product);
Morphisms ofK1×K2: for all A,A′ ∈ |K1| andB,B′ ∈ |K2|,

K1×K2(〈A,B〉,〈A′,B′〉) = K1(A,A′)×K2(B,B′);
Composition inK1×K2: for f :A→ A′ and f ′:A′ → A′′ in K1, g:B→ B′ and

g′:B′→ B′′ in K2, 〈 f ,g〉;〈 f ′,g′〉= 〈 f ; f ′,g;g′〉. ut

Exercise 3.1.25.Identify the category to which each semicolon in the above defini-
tion of composition inK1×K2 refers. Then show thatK1×K2 is indeed a category.

ut

Exercise 3.1.26.Define Kn, whereK is a category andn ≥ 1. What would you
suggest forn = 0? ut

3.1.2.4 Morphism categories

Definition 3.1.27 (Morphism category).For any categoryK , thecategoryK→ of
K -morphismsis defined by:

Objects ofK→: K -morphisms;
Morphisms ofK→: a morphism inK→ from f :A→A′ (in K ) to g:B→B′ (in K ) is

a pair〈k,k′〉 of K -morphisms wherek:A→B andk′:A′→B′ such thatk;g= f ;k′;
Composition inK→: 〈k,k′〉;〈l , l ′〉= 〈k;l ,k′;l ′〉. ut

The requirement in the definition of a morphism inK→ may be more illustra-
tively restated as the requirement that the following diagram commutes in the cate-
goryK :

A B

A′ B′

-k

-
k′

?

f

?

g
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For now, we will rely on an intuitive understanding of the concept of a diagram in
a category; see Section 3.2.5 for a formal definition. We say that a diagram in a
categorycommutes(or, is commutative) if for any two paths with the same source
and target nodes, the composition of morphisms along each of the two paths yields
the same result.

Drawing diagrams andchasinga diagram in order to prove that it is commutative
is one of the standard and intuitively most appealing techniques used in category
theory. For example, to justify Definition 3.1.27 above it is essential to show that
the composition of two morphisms inK→ as defined there yields a morphism in
K→. This may be done bypasting togethertwo diagrams like the one above along
a common edge, obtaining the following diagram:

A B

A′ B′

-k

-
k′

?

f

?

g

C

C′

-l

-
l ′

?

h

A simple argument may now be used to show that if the two simpler diagrams are
commutative then the above diagram obtained by pasting them together along the
edge labelled byg commutes as well:

f ;(k′;l ′) = ( f ;k′);l ′ = (k;g);l ′ = k;(g;l ′) = k;(l ;h) = (k;l);h

Definition 3.1.28 (Slice category).Let K be a category withA∈ |K |. Thecategory
K↓A ofK -objects over A(or, theslice ofK over A) is defined by:

Objects ofK↓A: pairs〈X, f 〉 whereX ∈ |K | and f ∈ K(X,A);
Morphisms ofK↓A: a morphism from〈X, f 〉 to 〈Y,g〉 is a K -morphismk:X→ Y

such thatk;g = f :

X Y

A

A
A
A
A
A
AAU

f

�
�

�
�

�
���

g

-k

Composition inK↓A: as inK . ut

Exercise 3.1.29.Show thatK↓A may be constructed as a subcategory ofK→. Is it
full? ut

Exercise 3.1.30.DefineK↑A, the category ofK -objectsunder A. Compare(K↓A)op,
Kop↓A and(Kop↓A)op with K↑A. ut
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3.1 Introducing categories 109

3.1.3 Category-theoretic definitions

In this section we will give a few simple examples of how certain special morphisms
may be characterised in a style that is typical for category-theoretic definitions. As
indicated in the introduction to this chapter, the idea is to abstract away from the “in-
ternal” properties of objects and morphisms, characterising them entirely in categor-
ical language by referring only to arbitrary objects and morphisms of the category
under consideration. Such definitions may be formulated for an arbitrary category,
and then instantiated to a particular one when necessary. We will also indicate a few
basic properties of the concepts we introduce that hold in any category.

Throughout this section, letK be an arbitrary but fixed category. Morphisms and
objects we refer to below are those ofK , unless explicitly qualified otherwise.

3.1.3.1 Epimorphisms and monomorphisms

Definition 3.1.31 (Epimorphism).A morphism f :A→ B is anepimorphism(or is
epi) if for all g:B→C andh:B→C, f ;g = f ;h impliesg = h.

A B C-
f -

g

-
h

� �
?

f ;g

� �6
f ;h

ut

Example 3.1.32.In Set, f is epi iff f is surjective. ut

There are “natural” categories in which epimorphisms need not be surjective. For
example:

Exercise 3.1.33.Recall the categoryCPO of complete partial orders and continu-
ous functions introduced in Example 3.1.9. Give an example of a continuous func-
tion that is an epimorphism inCPO even though it is not surjective. Try to charac-
terise epimorphisms in this category. ut

Definition 3.1.34 (Monomorphism).A morphismf :B→A is amonomorphism(or
is mono) if for all g:C→ B andh:C→ B, g; f = h; f impliesg = h.

C B A-
f-

g

-
h

� �
?

g; f

� �6
h; f

ut
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Example 3.1.35.In Set, f is mono iff f is injective. ut

Note that mono means the same as co-epi, i.e.,f is mono inK iff f is epi inKop.

Fact 3.1.36.

1. If f :A→ B and g:B→C are mono then f;g:A→C is mono.
2. For any f:A→ B and g:B→C, if f ;g:A→C is mono then f is mono.

Proof. The proof is rather straightforward, and significantly more complex proofs
will be omitted in the rest of this chapter. We present it here explicitly only as a
simple example of the style of argument, very common in category-theoretic proofs,
exploiting the most basic properties of composition in an arbitrary category.

1. According to Definition 3.1.34, we have to show that for anyh,h′:D → A if
h;( f ;g) = h′;( f ;g) thenh = h′. So, supposeh;( f ;g) = h′;( f ;g). Then, since com-
position is associative,(h; f );g = (h′; f );g. Consequently, sinceg is mono, by
Definition 3.1.34,h; f = h′; f . Thus, using the fact thatf is mono, we can indeed
deriveh = h′.

2. Similarly as in the previous case: suppose that for someh,h′:D→ A, h; f = h′; f .
Then also(h; f );g = (h′; f );g, and soh;( f ;g) = h′;( f ;g). Now, sincef ;g is mono,
it follows directly from the definition that indeedh = h′.

ut

Exercise 3.1.37.Dualise both parts of Fact 3.1.36. Formulate the dual proofs and
check that they are indeed sound. ut

3.1.3.2 Isomorphic objects

Definition 3.1.38 (Isomorphism).A morphism f :A→ B is an isomorphism(or is
iso) if there is a morphismf−1:B→ A such thatf ; f−1 = idA and f−1; f = idB. The
morphism f−1:B→ A is called theinverseof f , and the objectsA andB are called
isomorphic. We write f :A∼= B or justA∼= B.

A B
-

f

�

f−1

�
�

H
HHj

���
idA

�
�

�
���

HHH
idB

ut

Exercise 3.1.39.Show that the inverse of a morphism, if it exists, is unique. ut

Note that iso means the same as co-iso, that is, isomorphism is aself-dualcon-
cept.

Exercise 3.1.40.Check that iff :A→ B andg:B→C are iso thenf ;g:A→C is iso
as well. ut

In Set, a morphism is iso iff it is both epi and mono. However, this property does
not carry over to an arbitrary category:
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3.2 Limits and colimits 111

Exercise 3.1.41.Show that if f is iso thenf is both epi and mono. The converse is
not true in general; give a counterexample. ut

Exercise 3.1.42.We say that a morphismf :A→ B is aretraction if there is a mor-
phismg:B→ A such thatg; f = idB. Dually, a morphismf :A→ B is acoretraction
if there is a morphismg:B→ A such thatf ;g = idA. Show that:

1. A morphism is iso iff it is both a retraction and a coretraction.
2. Every retraction is epi.
3. A morphism is iso iff it is an epi coretraction.

Dualise the above facts. ut

It is easy to see that any two isomorphic objects have the same “categorical prop-
erties”. Intuitively, such objects have abstractly the same structure and so are indis-
tinguishable within the given category (which does not mean that isomorphic objects
cannot have different “non-categorical” properties, cf. Example 1.3.12). Indeed, an
isomorphism and its inverse determine one-to-one mappings between morphisms
going into and coming out of isomorphic objects. Hence, categorical definitions of
objects define them only “up to isomorphism”. The following section provides typ-
ical examples of this phenomenon.

3.2 Limits and colimits

In this section we show how certain special objects in an arbitrary category together
with their “characteristic” morphisms may be defined in purely categorical terms by
so-calleduniversal properties; we hope that the reader will recognise the pattern in
the example definitions below. Sections 3.2.1–3.2.4 present some typical instances
of this, introducing the most commonly used cases of the generallimit construction
and its dual, which are then presented in their full generality in Section 3.2.5. In
most of the cases in this section we will explicitly spell out the duals of the con-
cepts introduced, since many of them have interesting instances in some common
categories (and are traditionally given independent names).

Throughout this section, letK be an arbitrary but fixed category. Morphisms and
objects we refer to are those ofK , unless explicitly qualified otherwise.

3.2.1 Initial and terminal objects

Definition 3.2.1 (Initial object). An objectI ∈ |K | is initial in K if for eachA∈ |K |
there is exactly one morphism fromI to A. ut

Example 3.2.2.The empty set∅ is initial in Set. The algebraTΣ of groundΣ -terms
is initial in Alg(Σ), for any signatureΣ ∈ |AlgSig|.
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Recall the definition of an initial model of an equational specification (Defini-
tion 2.5.13). For any signatureΣ and a setΦ of Σ -equations, the initial model
of 〈Σ ,Φ〉 (which exists by Theorem 2.5.14) is an initial object in the category
Mod(Σ ,Φ) (as defined in Example 3.1.19). ut

Exercise 3.2.3.What is an initial object inAlgSig? Look for initial objects in other
categories. ut

Fact 3.2.4.

1. Any two initial objects inK are isomorphic.
2. If I is initial in K and I′ is isomorphic to I then I′ is initial in K as well.

Proof. The proof is rather straightforward. We present it here explicitly only as a
simple example of the style of argument, very common in category-theoretic proofs,
which exploits universality (a special case of which is the property used in the def-
inition of an initial object). The requirement that thereexistsa morphism satisfying
a certain property is used to construct some diagrams, and then theuniquenessof
this morphism is used to show that the diagrams constructed commute.

1. Suppose thatI , I ′ ∈ |K | are two initial objects inK . Then, by the initiality ofI ,
there exists a morphismf : I → I ′. Similarly, by the initiality ofI ′, there exists a
morphismg: I ′→ I . Thus, we have constructed the following diagram:

I I ′
-

f

�
g

�
�

HHHj

���
idI

�
�

����

HHH
idI ′

Now, by the initiality ofI , there is auniquemorphism fromI to I , and soidI =
f ;g. Similarly, idI ′ = g; f . Thus f is an isomorphism (with inverseg) andI andI ′

are indeed isomorphic.
2. Suppose thatI ∈ |K | is initial in K , and leti: I → I ′ be an isomorphism with

inversei−1: I ′→ I . Consider an arbitrary objectA∈ |K |. By the “existence part”
of the initiality property ofI , we know that there exists a morphismf : I → A.
Hence, there exists a morphism fromI ′ to A as well, namelyi−1; f : I ′→ A. Then,
let f ′: I ′ → A be an arbitrary morphism fromI ′ to A. By the “uniqueness part”
of the initiality property ofI , f = i; f ′, and soi−1; f = i−1;(i; f ′) = (i−1;i); f ′ =
idI ′ ; f ′ = f ′. This shows thati−1; f is the only morphism fromI ′ to A, and so that
I ′ is indeed initial inK .

ut

The last fact indicates that the initiality property identifies an object up to iso-
morphism. As argued in Section 3.1.3.2, in category theory this is the most exact
characterisation of an object we may expect. In the following we will speak of “the”
initial object meaning an initial object identified up to isomorphism. We adopt the
same convention in the many similar cases introduced in the sequel.
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3.2.1.1 Dually:

Definition 3.2.5 (Terminal object). An object1 ∈ |K | is terminal inK if for each
A∈ |K | there is exactly one morphism fromA to 1. ut

Note that terminal means the same as co-initial.

Exercise 3.2.6.Are there any terminal objects inSet, Alg(Σ) or AlgSig? What
about terminal objects inAlgSigder?

Recall the definition of a terminal (final) model of an equational specification
(Definition 2.7.12). Restate it using the notion of a terminal object as defined above.

ut

Exercise 3.2.7.Dualise Fact 3.2.4. ut

3.2.2 Products and coproducts

Definition 3.2.8 (Product).A productof two objectsA,B∈ |K | is an objectA×B∈
|K | together with a pair of morphismsπA:A×B→ A andπB:A×B→ B such that
for any objectC∈ |K | and pair of morphismsf :C→A andg:C→B there is exactly
one morphism〈 f ,g〉:C→ A×B such that the following diagram commutes:

A

C

A×B B

�
�

�
�

�
�

�	

f

@
@

@
@

@
@
@R

g

�
πA

-
πB

?

〈 f ,g〉

ut

Example 3.2.9.In Set, the Cartesian product ofA andB is a productA×B, where
πA, πB are the projection functions. For any signatureΣ , products inAlg(Σ) are
defined analogously (cf. Definition 1.2.9). ut

Exercise 3.2.10.What is the product of two objects in a preorder category? ut

Exercise 3.2.11.Show that any two products ofA,B∈ |K | are isomorphic. ut

Exercise 3.2.12.Suppose thatA,B∈ |K | have a product. Givenf :C→A andg:C→
B, and hence〈 f ,g〉:C→ A×B, show that for anyh:D→C, h;〈 f ,g〉= 〈h; f ,h;g〉.

ut

Exercise 3.2.13.Prove that:

1. A×B∼= B×A for anyA,B∈ |K |.
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2. (A×B)×C∼= A× (B×C) for anyA,B,C ∈ |K |. HINT : The following diagram
might be helpful:

A B C

A×B B×C

(A×B)×C A× (B×C)

?

?

?

?

@
@

@
@

@
@

@
@

@
@

@
@

@
@R

@
@

@
@

@
@@R

�
�

�
�

�
�

�
�

�
�

�
�

�
�	

�
�

�
�

�
��	

HH
HH

HH
HH

HH
HH

HH
HHj

��
��

��
��

��
��

��
���

-
�

ut

Exercise 3.2.14.Define the product of an arbitrary family ofK -objects. What is the
product of the empty family? ut

3.2.2.1 Dually:

Definition 3.2.15 (Coproduct).A coproductof two objectsA,B∈ |K | is an object
A+B∈ |K | together with a pair of morphismsιA:A→A+B andιB:B→A+B such
that for any objectC ∈ |K | and pair of morphismsf :A→C andg:B→C there is
exactly one morphism[ f ,g]:A+B→C such that the following diagram commutes:

A

C

A+B B
�

�
�

�
�

�
��

f

@
@

@
@

@
@

@I

g

-
ιA

�
ιB

6

[ f ,g]

ut

Example 3.2.16.In Set, the disjoint union of setsA andB is their coproductA+B,
whereιA, ιB are the injections. Similarly, inAlgSig, the (componentwise) disjoint
union of algebraic signaturesΣ andΣ ′ is their coproductΣ + Σ ′, whereιA, ιB are
the obvious injections. ut

Note that coproduct means the same as co-product.

Exercise 3.2.17.Dualise the exercises for products. ut
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Exercise 3.2.18.For any algebraic signatureΣ = 〈S,Ω〉 and twoS-sorted setsX
andY, show that their disjoint unionX ]Y is the coproduct ofX andY in the
categoryTΣ of substitutions overΣ (recall Example 3.1.13), where the coproduct
injections are the identity substitutions (of the corresponding variables fromX]Y
for variables inX and inY, respectively). Generalise this to the categoryTΣ /Φ of
substitutions overΣ modulo a setΦ of Σ -equations (cf. Exercise 3.1.14). Finally,
characterise coproducts in the categoryTΣ ,Φ , the algebraic theory overΣ generated
by Φ (Exercise 3.1.15). ut

3.2.3 Equalisers and coequalisers

We have defined above products and coproducts for arbitrary pairs of objects in a
category. In this section we deal with constructions for pairs of morphisms con-
strained to beparallel, i.e., pairs of morphisms that have the same source and the
same target.

Definition 3.2.19 (Equaliser).An equaliserof two parallel morphismsf :A→ B
andg:A→ B is an objectE ∈ |K | together with a morphismh:E→ A such that
h; f = h;g, and such that for any objectE′ ∈ |K | and morphismh′:E′→ A satisfying
h′; f = h′;g there is exactly one morphismk:E′→ E such thatk;h = h′:

A BE

E′

-
f

-
g

-
h

A
A
A
A
A
AAU

h′

��

��

��

�
��

k

ut

Exercise 3.2.20.Show that an equaliser off :A→ B andg:A→ B is unique up to
isomorphism. ut

Exercise 3.2.21.Show that every equaliser (to be more precise: its morphism part)
is mono, and every epi equaliser is iso. ut

Exercise 3.2.22.Construct equalisers of pairs of parallel morphisms inSet. Then,
for any signatureΣ , construct equalisers of pairs of parallel morphisms inAlg(Σ).
HINT : For any two functionsf ,g:A→B consider the set{a∈A | f (a) = g(a)}⊆A.

ut

3.2.3.1 Dually:

Definition 3.2.23 (Coequaliser).The dual notion to equaliser iscoequaliser. The
diagram now looks as follows:
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A B Q

Q′

-
f

-
g

-
h

�
�
�
�
�
���

h′

AA

AA

AA

A
AK

k

Exercise.Formulate explicitly the definition of a coequaliser. Then dualise the ex-
ercises for equalisers. ut

Exercise 3.2.24.What is the coequaliser of two morphisms inSet? What is the co-
equaliser of two morphisms inAlgSig? What is the coequaliser of two morphisms
in Alg(Σ)? HINT : Given two functionsf ,g:A→B consider the quotient ofB by the
least equivalence relation≡ onB such that for alla∈ A, f (a)≡ g(a). ut

Exercise 3.2.25.What is the coequaliser of two morphisms in the category of sub-
stitutionsTΣ ? ut

3.2.4 Pullbacks and pushouts

Definition 3.2.26 (Pullback).A pullbackof two morphismsf :A→C andg:B→C
having the same codomain is an objectP∈ |K | together with a pair of morphisms
j:P→ A andk:P→ B such thatj; f = k;g, and such that for any objectP′ ∈ |K | and
pair of morphismsj ′:P′ → A andk′:P′ → B satisfying j ′; f = k′;g there is exactly
one morphismh:P′→ P such that the following diagram commutes:

C

A B

P

@
@

@
@R

�
�

�
�	

�
�

�
�	

@
@

@
@R

f g

j k

P′

?

h

'

?

j ′

$

?

k′

ut

Exercise 3.2.27.Show that a pullback off :A→ C andg:B→ C is unique up to
isomorphism. ut
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Exercise 3.2.28.Show that ifK has products (of all pairs of objects) and equalisers
(of all pairs of parallel morphisms) than it has pullbacks as well (i.e., all pairs of
morphisms with common target have pullbacks inK ).

HINT : To construct a pullback off :A→C andg:B→C, first construct the prod-
uct A×B with projectionsπA:A×B→ A andπB:A×B→ B and then the equaliser
h:P→ A×B of πA; f :A×B→C andπB;g:A×B→C. ut

Exercise 3.2.29.Construct the pullback of two morphisms inSet, then inAlg(Σ),
and inAlgSig. ut

Exercise 3.2.30.Prove that ifK has a terminal object and all pullbacks (i.e., any
pair ofK -morphisms with common target has a pullback inK ) then:

1. K has all (binary) products.
2. K has all equalisers. HINT : Get the equaliser off ,g:A→ B from the pullback of
〈idA, f 〉,〈idA,g〉:A→ A×B. ut

Exercise 3.2.31.Prove that pullbacks translate monomorphisms to monomorphisms:
if

.

.

.

.

? ?

-
f

-
g

is a pullback square andg is mono, thenf is mono as well. ut

Exercise 3.2.32.Consider the following diagram:

.

.

.

.

.

.

? ? ?

-

-

-

-

Prove that:

1. If the two squares are pullbacks then the outer rectangle is a pullback.
2. If the diagram commutes and the outer rectangle and right-hand square are both

pullbacks then so is the left-hand square. ut

3.2.4.1 Dually:

Definition 3.2.33 (Pushout).The dual notion to pullback ispushout. The diagram
now looks as follows:
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C

A B

P

@
@

@
@I

�
�

�
��

�
�

�
��

@
@

@
@I

f g

j k

P′

6
h

'-

j ′

$�

k′

Exercise.Spell out the definition of a pushout explicitly. Then dualise the exercises
for pullbacks. ut

Pushouts provide a basic tool for “putting together” structures of different kinds.
Given two objectsA andB, a pair of morphismsf :C→ A andg:C→ B indicates
a common source from which some “parts” ofA andB come. The pushout off
andg puts togetherA andB while identifying the parts coming from the common
source as indicated byf andg, but keeping the new parts disjoint (cf. the dual of
Exercise 3.2.28).

Example 3.2.34.Working inSet, consider:

A = {1,2,3}
B = {3,4,5}
C = {♣}
f = {♣ 7→ 2} :C→ A
g = {♣ 7→ 4} :C→ B

Then the pushout objectP is (up to isomorphism) given as follows:

P = {1′,{2′=4′′},3′,3′′,5′′}
j = {1 7→ 1′,2 7→ {2′=4′′},3 7→ 3′} :A→ P
k = {3 7→ 3′′,4 7→ {2′=4′′},5 7→ 5′′} :B→ P ut

Example 3.2.35.The general comments above about the use of pushouts for putting
together objects in categories apply in particular when one wants to combine alge-
braic signatures, as we will frequently do throughout the rest of the book. As a very
simple example of a pushout in the categoryAlgSig of algebraic signatures, con-
sider the signatureΣNat of natural numbers defined in Exercise 2.5.4. Then, let
ΣNatfib be its extension by a new operation namefib:nat→ nat and ΣNatmult

its extension by another operation namemult:nat×nat→ nat. We then have two
signature inclusions:
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ΣNatfib←−↩ ΣNat ↪−→ ΣNatmult

Their pushout inAlgSig yields a signatureΣNatfib,mult which (up to isomorphism)
consists of the shared signatureΣNat (once, no repetitions!) together with each of
the operations added by the two extensions.

This is deceptively simple though, involving only single-sorted signature inclu-
sions that introduce different operation names.

Exercise. Give examples of pushouts inAlgSig with signatures involving more
than one sort, operation names that coincide, and signature morphisms that are not
injective on sorts and/or on operation names. ut

3.2.5 The general situation

The definitions introduced in the previous subsections followed a common, more
general pattern. As an example, let’s have another look at the definition of a pullback
(Definition 3.2.26; the notation below refers to the diagram there). Given a diagram
in the category at hand (the two morphismsf and g of which we construct the
pullback), we consider an objectP in this category together with morphisms going
from this object to the nodes of the diagram (j, k and an anonymousc:P→C) such
that all the resulting paths starting fromP commute (j; f = c = k;g — hencec may
remain anonymous). Moreover, from among all such objects we choose the one that
is in a sense “closest” to the diagram: for any objectP′ with morphisms from it to the
diagram nodes (j ′, k′ and an anonymousc′) satisfying the required commutativity
property (j ′; f = c′ = k′;g), P′ may be uniquely projected onto the chosen objectP
(via a morphismh) so that all the resulting paths starting fromP′ commute (h; j = j ′

andh;k= k′, which also impliesh;c= c′). This is usually referred to as theuniversal
propertyof pullbacks and, more generally, of arbitrarylimits as defined below. The
(dual) universal property of pushouts and, more generally, of arbitrarycolimits as
defined below, may be described by looking at objects with morphisms going from
the nodes of a diagram into them. We will formalise this in the rest of this section.

Definition 3.2.36 (Graph).Let ΣG be the following signature:

sorts node, edge
ops source:edge→ node

target:edge→ node

A ΣG-algebra is called agraph. (Note that these graphs may have multiple edges be-
tween any two nodes; such graphs are sometimes calledmultigraphs.) The category
Graph of graphs isAlg(ΣG). Given a graphG, we writee:n→mas an abbreviation
for n,m∈ |G|node, e∈ |G|edge, sourceG(e) = n andtargetG(e) = m. ut

Exercise 3.2.37.Construct an initial object, coproducts, coequalisers and pushouts
in Graph. ut
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Exercise 3.2.38.Define formally the categoryPath(G) of paths in a graphG,
where:

Objects ofPath(G): |G|node;
Morphisms ofPath(G): paths inG, i.e., finite sequencese1 . . .en of elements of
|G|edge such thatsourceG(ei+1) = targetG(ei) for i < n. Notice that we have to
allow for n = 0. ut

A diagram inK is a graph having nodes labelled withK -objects and edges la-
belled withK -morphisms with the appropriate source and target. Formally:

Definition 3.2.39 (Diagram).A diagram Din K consists of:

• a graphG(D);
• for each noden∈ |G(D)|node, an objectDn ∈ |K |; and
• for each edgee:n→m in G(D), a morphismDe:Dn→ Dm.

A diagramD is connectedif its graphG(D) is connected (that is, any two nodes
in G(D) are linked by a sequence of edges disregarding their direction, or fully
formally: if the total relation on the set of nodes ofG(D) is the only equivalence
between the nodes that links all nodes having an edge between them). ut

Exercise 3.2.40.Show how every small categoryK gives rise to a graphG(K) and
a diagramD(K). ut

Definition 3.2.41 (Cone and cocone).A coneα over a diagram D inK is a K -
objectX together with a family ofK -morphisms〈αn:X→ Dn〉n∈|G(D)|node

such that
for every edgee:n→m in the graphG(D) the following diagram commutes:

Dn Dm

X

�
�

�
�

�
���

αn

A
A
A
A
A
AAU

αm

-
De

Dually: A coconeα over a diagram D inK is a K -object X together with a
family of K -morphisms〈αn:Dn→ X〉n∈|G(D)|node

such that for every edgee:n→m
in the graphG(D) the following diagram commutes:

Dn Dm

X

�
�
�
�
�
���

αn

A
A

A
A

A
AAK

αm

-
De ut

Page: 120 job: root macro: svmono.cls date/time: 29-Sep-2010/18:05



3.2 Limits and colimits 121

In the following we will write cones simply as families〈αn:X→ Dn〉n∈|G(D)|node
,

omitting any explicit mention of the apexX, and similarly for cocones. The notation
is not quite justified only in the case when the diagram (and hence the family) is
empty; this will not lead to any misunderstanding.

Let D be a diagram inK with |G(D)|node= N and|G(D)|edge= E.

Definition 3.2.42 (Limit and colimit). A limit of D in K is a cone〈αn:X→ Dn〉n∈N

such that for any cone〈α ′n:X′→ Dn〉n∈N there is exactly one morphismh:X′→ X
such that for everyn∈ N the following diagram commutes:

X′ X

Dn

A
A
A
A
A
AAU

α ′n

�
�

�
�

�
���

αn

-h

If 〈αn:X→ Dn〉n∈N is a limit of D, we will refer toX as thelimit object of D (or
sometimes just thelimit of D), and to the morphismsαn, n∈ N, as the limitprojec-
tions.

Dually: A colimit of D in K is a cocone〈αn:Dn→ X〉n∈N such that for any
cocone〈α ′n:Dn→ X′〉n∈N there is exactly one morphismh:X → X′ such that for
everyn∈ N the following diagram commutes:

X′ X

Dn

A
A

A
A

A
AAK

α ′n

�
�
�
�
�
���

αn

� h

If 〈αn:Dn→ X〉n∈N is a colimit ofD, we will refer toX as thecolimit objectof D
(or sometimes just thecolimit of D), and to the morphismsαn, n∈N, as the colimit
injections. ut

Definition 3.2.43 (Completeness and cocompleteness).A categoryK is (finitely)
completeif every (finite) diagram inK has a limit. Dually,K is (finitely) cocomplete
if every (finite) diagram inK has a colimit. ut

Exercise 3.2.44.Define formally the categoryCone(D) of cones over a diagramD,
where:

Objects ofCone(D): cones overD;
Morphisms ofCone(D): a morphism fromα = 〈αn:X→ Dn〉n∈N to α ′= 〈α ′n:X′→ Dn〉n∈N

is aK -morphismh:X→ X′ such thatαn = h;α ′n for n∈ N.
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Prove that the limit ofD is a terminal object inCone(D). Note that this implies that
a limit of any diagram is unique up to isomorphism.

Present the category of objects over an object (cf. Definition 3.1.28) as the cate-
gory of cones over a certain diagram. ut

Exercise 3.2.45.Show that products, terminal objects, equalisers and pullbacks in
K are limits of simple diagrams inK . ut

Exercise 3.2.46.Construct inSeta limit of the diagram

A0 A1 A2 A3 · · ·�
f0 �

f1 �
f2 �

f3
ut

Exercise 3.2.47.Show that limiting cones arejointly mono: if 〈αn:X→ Dn〉n∈|G(D)|node

is a limit of D, then f = g whenever for alln∈ |G(D)|node, f ;αn = g;αn. ut

Exercise 3.2.48.Show that if K has a terminal object, binary products and all
equalisers then it is finitely complete. HINT : Given a finite diagram inK , first build
the product of all its objects, and then gradually turn it into a limit by “equalising”
the triangles formed by product projections and morphisms in the diagram.

Use Exercise 3.2.30 to conclude that ifK has a terminal object and all pullbacks
then it is finitely complete. ut

Exercise 3.2.49.Show that ifK has products of arbitrary families of objects and
all equalisers then it is complete. HINT : Proceed as in Exercise 3.2.48, but no-
tice that all the triangles involved may be “equalised” simultaneously in one step,
cf. [Mac71], Theorem V.2.1. ut

Exercise 3.2.50.A wide pullbackis the limit of a non-empty family of morphisms
with a common target. Show that if a category has a terminal object and all wide
pullbacks then it has products of arbitrary families of objects, and then conclude
that it is complete. HINT : Generalise Exercise 3.2.30 and use Exercise 3.2.49.ut

Exercise 3.2.51.Recall that for any categoryK and objectA∈ |K |, K↓A is the slice
category of objects overA (Definition 3.1.28).

Notice thatK↓Ahas a terminal object. Then show that binary products inK↓Aare
essentially given by the pullbacks inK (of morphisms toA) and similarly, arbitrary
non-empty products inK↓A are essentially given by wide pullbacks inK . Check
also that any (wide) pullback inK↓A is given by the corresponding (wide) pullback
in K (no morphisms toA added).

Conclude thatK↓A is finitely complete ifK has all pullbacks, andK↓A is com-
plete ifK has all wide pullbacks. ut

Exercise 3.2.52.Dualise the above exercises. ut

Exercise 3.2.53.Show that:

1. Set is complete and cocomplete.
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2. FinSet is finitely complete and finitely cocomplete, but is neither complete nor
cocomplete.

3. Alg(Σ) is complete for any signatureΣ . (It is also cocomplete, but the proof is
harder — give it a try!)

4. AlgSig is cocomplete. (Is it complete?)

HINT : Use Exercise 3.2.49 and its dual, and the standard constructions of (co)products
and (co)equalisers in these categories hinted at in Examples 3.2.9, 3.2.16 and Ex-
ercises 3.2.22, 3.2.24. Check that, given a diagramD with nodesN and edgesE in
Set, its limit is (up to isomorphism) the set of families〈dn〉n∈N that are compati-
ble with D in the sense thatdn ∈ Dn for eachn∈ N anddm = De(dn) for each edge
e:n→m, with the obvious projections. Check that its colimit is (up to isomorphism)
the quotient of the disjoint union

⊎
n∈N Dn by the least equivalence relation that is

generated by all pairs〈dn,De(dn)〉 for e:n→m in E anddn ∈ Dn. ut

Exercise 3.2.54.Show thatAlgSigder is not finitely cocomplete. (HINT : Consider
a morphism mapping a binary operation to the projection on the first argument and
another morphism mapping the same operation to the projection on the second ar-
gument. Can such a pair of morphisms have a coequaliser?) ut

Exercise 3.2.55.When is a preorder category (finitely) complete and cocomplete?
ut

3.3 Factorisation systems

In this section we will interrupt our presentation of the basic concepts of category
theory and try to illustrate how they can be used to formulate some well-known
ideas at a level of generality and abstraction that ensures their applicability in many
specific contexts.

The concept on which we concentrate here is that ofreachability(cf. Section 1.2).
Recall that the original definition of a reachable algebra used the notion of a subalge-
bra (cf. Definition 1.2.7). Keeping in mind that in the categorical framework we deal
with objects identified up to isomorphism, we slightly generalise the standard for-
mulation and, for any signatureΣ ∈ |AlgSig|, say that aΣ -algebraB is a subalgebra
of A if there exists aninjectiveΣ -homomorphism fromB to A. A dual notion is that
of aquotient: aΣ -algebraB is a quotient of aΣ -algebraA if there exists asurjective
Σ -homomorphism fromA to B. Now, aΣ -algebraA is reachableif it has no proper
subalgebra (i.e., every subalgebra ofA is isomorphic toA), or equivalently, if it is
a quotient of the algebraTΣ of groundΣ -terms (cf. Exercise 1.4.14). In this formu-
lation, the above definitions may be used to introduce a notion of reachability in an
arbitrary category. However, we need an appropriate generalisation of the concept
of injective and surjective homomorphisms. A first attempt might be to use arbitrary
epimorphisms and monomorphisms for this purpose, but it soon turns out that these
concepts are not “fine enough” to ensure the properties we are after. An appropriate
refinement of these is given if the category is equipped with afactorisation system.
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Definition 3.3.1 (Factorisation system).Let K be an arbitrary category. Afactori-
sation systemfor K is a pair〈E,M〉, where:

• E is a collection of epimorphisms inK andM is a collection of monomorphisms
in K ;

• each ofE andM is closed under composition and contains all isomorphisms in
K ;

• every morphism inK has an〈E,M〉-factorisation: for eachf ∈ K , f = ef ;mf for
someef ∈ E andmf ∈ K ;

·

·

·
?

f

��

��

��	

ef

@@

@@

@@R

mf

• 〈E,M〉-factorisations are unique up to isomorphism: for anye,e′ ∈E andm,m′ ∈
M , if e;m= e′;m′ then there exists an isomorphismi such thate;i = e′ andi;m′ =
m.
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i−1 ut

Example 3.3.2. Sethas a factorisation system〈E,M〉, whereE is the collection of
all surjective functions andM is the collection of all injective functions. ut

Example 3.3.3.For any signatureΣ , Alg(Σ) has a factorisation system4 〈TEΣ ,TM Σ 〉,
whereTEΣ is the collection of all surjectiveΣ -homomorphisms andTM Σ is the col-
lection of all injectiveΣ -homomorphisms; see Exercise 1.3.23. ut

Consider an arbitrary categoryK equipped with a factorisation system〈E,M〉.

4 “T” in TEΣ andTM Σ indicates that we are dealing with ordinarytotal algebras here, as opposed
to partial and continuous algebras with the factorisation systems discussed below.
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Lemma 3.3.4 (Diagonal fill-in lemma).For any morphisms f1, f2,e,m inK , where
e∈ E and m∈ M , if f1;m= e; f2 then there exists a unique morphism g such that
e;g = f1 and g;m= f2.

Proof sketch.The required “diagonal” is given byg= ef2;i;mf 1, as illustrated by the
diagram below; its uniqueness follows easily sincee is an epimorphism.

·

·

·

·

· ·

-e

-
m

?

f1

?

f2

AA

AA

AAU

ef1

��

��

���

mf1

AA

AA

AAU

mf2

��

��

���

ef2

� i

ut

Exercise 3.3.5.Show that ife∈ E ande; f ∈M for some morphismf ∈ K , thene
is an isomorphism. Dually, ifm∈M and f ;m∈ E for some morphismf ∈ K , then
m is an isomorphism. ut

Definition 3.3.6 (Subobject and quotient).Let A ∈ |K |. A subobjectof A is an
objectB∈ |K | together with a morphismm:B→ A such thatm∈M . A quotientof
A is an objectB∈ |K | together with a morphisme:A→ B such thate∈ E. ut

Definition 3.3.7 (Reachable object).An objectA ∈ |K | is reachableif it has no
proper subobject, i.e., if every morphismm∈M with targetA is an isomorphism.

ut

The categoryAlg(Σ) of Σ -algebras and the notion of a reachable algebra provide
an instance of the general concept of reachability introduced in the above definition.
The following theorem gives more general versions of well-known facts often labo-
riously proved in the standard algebraic framework.

Theorem 3.3.8.Assume thatK has an initial objectΛ . Then:

1. An object A∈ |K | is reachable iff it is a quotient of the initial objectΛ .
2. Every object in|K | has a reachable subobject which is unique up to isomorphism.
3. If A∈ |K | is reachable then for every B∈ |K | there exists at most one morphism

from A to B.
4. If A∈ |K | is reachable and f∈ K is a morphism with target A then f∈ E. ut

Exercise 3.3.9.Prove the theorem and identify the familiar facts about reachable
algebras generalised here. ut

One of the main results of Chapter 2, Theorem 2.5.14, states that any equational
specification has an initial model. This is just a special case of a more general result
which we formulate and prove for an arbitrary category with “reachability structure”
satisfying an additional, technical property that any object has up to isomorphism
only asetof quotients.
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Definition 3.3.10 (Co-well-powered category). Kis E-co-well-poweredif for any
A∈ |K | there exists asetof morphismsE ⊆ E such that for every morphisme∈ E
with sourceA there exist a morphisme′ ∈E and an isomorphismi such thate= e′;i.

ut

Definition 3.3.11 (Quasi-variety). A collection of objectsQ ⊆ |K | is a quasi-
variety if it is closed under subobjects and products of non-empty sets of objects
in Q. ut

Lemma 3.3.12 (Initiality lemma). Assume thatK has an initial object, isE-co-
well-powered, and any set of objects inK has a product. Then any non-empty quasi-
variety inK (considered as the corresponding full subcategory ofK ) has an initial
object which is reachable inK .

Proof. Let Q⊆ |K | be a non-empty collection of objects closed under subobjects
and products of non-empty sets. LetQr be asetof reachable objects inQ such that
every reachable object inQ is isomorphic to an element ofQr (such a set exists since
K is E-co-well-powered). The reachable subobject of the product ofQr (which is
unique up to isomorphism) is a reachable initial object inQ. ut

It is now easy to check that in the context of Example 3.3.3 every class ofΣ -
algebras definable by a set ofΣ -equations is a non-empty quasi-variety, and hence
Lemma 3.3.12 indeed directly implies Theorem 2.5.14.

We conclude this section with two examples of categories naturally equipped
with a notion of reachability which is an instance of the general concept introduced
above.

Example 3.3.13.Recall Definitions 2.7.30 and 2.7.31 of partialΣ -algebras andΣ -
homomorphisms between them. For any signatureΣ , define the category of partial
Σ -algebras,PAlg(Σ), as follows:

Objects ofPAlg(Σ): partialΣ -algebras;
Morphisms ofPAlg(Σ): weakΣ -homomorphisms.

Define also the subcategoryPAlgstr(Σ) of partialΣ -algebras withstronghomo-
morphisms between them, as follows:

Objects ofPAlgstr(Σ): partialΣ -algebras;
Morphisms ofPAlgstr(Σ): strongΣ -homomorphisms.

The categoryPAlg(Σ) of partialΣ -algebras has a factorisation system〈PEΣ ,PMΣ 〉,
wherePEΣ is the collection of all epimorphisms inPAlg(Σ) andPMΣ is the collec-
tion of all monomorphisms inPAlg(Σ) that are strongΣ -homomorphisms.

Exercise. Characterise epimorphisms inPAlg(Σ) (they are not surjective in gen-
eral) and prove that〈PEΣ ,PMΣ 〉 is indeed a factorisation system forPAlg(Σ).
Check then that factorisation of a strongΣ -homomorphism in〈PEΣ ,PMΣ 〉 con-
sists of strongΣ -homomorphisms. Conclude that strong homomorphisms inPEΣ

andPMΣ , respectively, form a factorization system forPAlgstr(Σ). ut
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Example 3.3.14.For any signatureΣ , define the category of continuousΣ -algebras,
CAlg(Σ), as follows:

Objects ofCAlg(Σ): continuousΣ -algebras, which are just like ordinary (total)
Σ -algebras, except that their carriers are required to be complete partial orders
and their operations are continuous functions (cf. Exercise 3.1.9);

Morphisms ofCAlg(Σ): continuousΣ -homomorphisms: a continuousΣ -homomorphism
from a continuousΣ -algebraA to a continuousΣ -algebraB is aΣ -homomorphism
h:A→ B which is continuous as a function between complete partial orders. We
say thath is full if it reflects the ordering, i.e., for alla,a′ ∈ |A|s, h(a) ≤B h(a′)
impliesa≤A a′.

The categoryCAlg(Σ) of continuousΣ -algebras has a factorisation system
〈CEΣ ,CMΣ 〉, whereCMΣ is the collection of all full monomorphisms inCAlg(Σ)
andCEΣ is the collection of allstrongly denseepimorphisms inCAlg(Σ). A con-
tinuousΣ -homomorphismh:A→ B is strongly dense ifB has no proper continuous
subalgebra which contains the set-theoretic image of|A| underh. (Note that the
expected notion of a continuous subalgebra is determined by the chosen collection
of factorisation monomorphismsCMΣ .) This is equivalent to the requirement that
every element of|B| is the least upper bound of a countable chain of least upper
bounds of countable chains of . . . of elements in the set-theoretic image of|A| un-
der h. Consequently, given a strongly dense continuous homomorphismh:A→ B,
every element of|B| is the least upper bound of a subset (not necessarily a chain
though) of the set-theoretic image of|A| underh, which yields the key argument to
show thatCAlg(Σ) is CEΣ -co-well-powered.

Exercise. Prove that〈CEΣ ,CMΣ 〉 is indeed a factorisation system forCAlg(Σ).
Also, try to construct an example of an epimorphism inCAlg(Σ) which is not
strongly dense. ut

Exercise 3.3.15.Characterise reachable algebras inPAlg(Σ) and inCAlg(Σ). In-
stantiate the facts listed in Theorem 3.3.8 to these categories. ut

3.4 Functors and natural transformations

As explained in the introduction to this chapter, for category theorists it is tanta-
mount to heresy to consider objects in the absence of morphisms between them. Up
to now we have departed from this dogma in our study of categories themselves;
in the previous sections of this chapter we have worked with categories without in-
troducing any notion of a morphism between them. We hasten here to correct this
lapse: morphisms between categories arefunctors, to be introduced in this section.
And by way of atonement we will also introducenatural transformations, which are
morphisms between functors.
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3.4.1 Functors

A category consists of a collection of objects and a collection of morphisms with
structure given by the choice of sources and targets of morphism, by the definition
of composition and by the identities that are assumed to exist. As in other standard
cases of collections with additional structure, morphisms between categories are
maps between the collections of objects and morphisms, respectively, that preserve
this structure.

Definition 3.4.1 (Functor). A functor F:K1 → K2 from a categoryK1 to a cate-
goryK2 consists of:

• a functionFOb j: |K1| → |K2|; and
• for eachA,B∈ |K1|, a functionFA,B:K1(A,B)→ K2(FOb j(A),FOb j(B))

such that:

• F preserves identities:FA,A(idA) = idFOb j(A) for all objectsA∈ |K |; and
• F preserves composition: for all morphismsf : A→ B and g : B→ C in K1,

FA,C( f ;g) = FA,B( f ) ;FB,C(g). ut

Notation. We useF to refer to bothFOb j andFA,B for all A,B∈ |K1|. ut

In the literature, functors as defined above are sometimes referred to ascovariant
functors. Acontravariantfunctor is then defined in the same way except that it “re-
verses the direction of morphisms”, i.e., a contravariant functorF:K1→ K2 maps
a K1-morphism f :A→ B to aK2-morphismF( f ):F(B)→ F(A). Even though we
will use this terminology sometimes, no new formal definition is required: a con-
travariant functor fromK1 to K2 is a (covariant) functor fromK1op to K2 (cf. e.g.
Examples 3.4.7 and 3.4.29 below).

Example 3.4.2 (Identity functor). A functor IdK :K → K is defined in the obvious
way. ut

Example 3.4.3 (Inclusion functor).If K1 is a subcategory ofK2 then the inclusion
I :K1 ↪→ K2 is a functor. ut

Example 3.4.4 (Constant functor).For anyA∈ |K2|, CA:K1 → K2 is a functor,
whereCA(B) = A for anyB∈ |K1| andCA( f ) = idA for anyK1-morphismf . ut

Example 3.4.5 (Opposite functor).For any functorF:K1→ K2, there is a functor
Fop:K1op→ K2op which is the “same” asF, but is considered between the opposite
categories. ut

Example 3.4.6 (Powerset functor).P:Set→ Set is a functor, whereP(X) = {Y |
Y ⊆ X} for any setX, and for any functionf :X → X′, P( f ):P(X) → P(X′) is
defined byP( f )(Y) = { f (y) | y∈Y}. ut
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Example 3.4.7 (Contravariant powerset functor).P−1:Setop→ Set is a functor,
whereP−1(X) = {Y | Y ⊆ X} for any setX, and for any morphismf :X → X′

in Setop (i.e., any functionf :X′ → X), P−1( f ):P−1(X)→ P−1(X′) is defined by
P−1( f )(Y) = {x′ ∈ X′ | f (x′) ∈Y}. ut

Example 3.4.8 (Sequence functor). Seq:Set→ Mon is a functor, whereMon is
the category of monoids with monoid homomorphisms as morphisms. For any set
X ∈ |Set|, Seq(X) = 〈X∗,ˆ,ε〉, whereX∗ is the set of all finite sequences of elements
from X, ˆ is sequence concatenation, andε is the empty sequence. Then, for any
function f :X → Y, Seq( f ):Seq(X)→ Seq(Y) is the homomorphism defined by
Seq( f )(x1 . . .xn) = f (x1) . . . f (xn). ut

Example 3.4.9 (Reduct functor).For any signature morphismσ :Σ→Σ ′, σ :Alg(Σ ′)→
Alg(Σ) is a functor that takes eachΣ ′-algebraA′ to itsσ -reductA′ σ ∈ |Alg(Σ)| and
eachΣ ′-homomorphismsh′ to itsσ -reducth′ σ (cf. Definitions 1.5.4 and 1.5.8).ut

Example 3.4.10 (Forgetful functor).Let Σ = 〈S,Ω〉 be a signature. Then| |:Alg(Σ)→
SetS is the functor that takes eachΣ -algebraA∈ |Alg(Σ)| to its S-sorted carrier set
|A| ∈ |SetS| and eachΣ -homomorphism to its underlyingS-sorted function. (The
functor | | should really be decorated with a subscript identifying the signatureΣ

— we hope that leaving it out will not confuse the reader.) These special reduct
functors| | will be referred to asforgetful functors.

More generally, the term “forgetful functor” is used to refer to any functor that,
intuitively, forgets the structure of objects in a category, mapping any structured
object to its underlying unstructured set of elements. Thus, in addition to examples
that exactly fit the above definition (like the functor mapping any monoid to the set
of its elements) this also covers examples like the functor that maps any topological
space to the set of its points and the functor that forgets the metric of a metric space.

ut

Example 3.4.11 (Term algebra).For any signatureΣ = 〈S,Ω〉, there is a functor
TΣ :SetS→ Alg(Σ) that maps anyS-sorted setX to the term algebraTΣ (X), and any
S-sorted functionf :X→Y to the uniqueΣ -homomorphismf #:TΣ (X)→ TΣ (Y) that
extendsf . ut

Exercise 3.4.12.For any signatureΣ and setΦ of Σ -equations, define thequotient
functor /Φ :Alg(Σ)→ Alg(Σ) such that for anyΣ -algebraA, A/Φ is the quotient
of A by the least congruence' onA generated byΦ , that is, such thattA(v)' t ′A(v)
for eachΣ -equation∀X • t = t ′ in Φ and valuationv:X→ |A|. Make sure that what
you define is a functor! ut

Exercise 3.4.13.For any signatureΣ , define therestriction functorRΣ :Alg(Σ)→
Alg(Σ) such that for anyΣ -algebraA, RΣ (A) is the reachable subalgebra ofA.

More generally: letK be an arbitrary category with an initial object and a factori-
sation system, and letKR be the full subcategory ofK determined by the collection
of all reachable objects inK (cf. Section 3.3). Define a functorRK :K → KR that
maps anyA∈ |K | to the (unique up to isomorphism) reachable subobject ofA. ut
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Example 3.4.14 (Projection functor).For any two categoriesK1 andK2, the pro-
jection functorsΠK1 :K1 × K2 → K1 and ΠK2 :K1 × K2 → K2 are defined by
ΠK1(〈A,B〉) = A andΠK1(〈 f ,g〉) = f , andΠK2(〈A,B〉) = B andΠK2(〈 f ,g〉) = g.

ut

Example 3.4.15 (Hom-functor).Let K be a locally small category.Hom:Kop×
K → Set is a functor, whereHom(〈A,B〉) = K(A,B) and

Hom(〈 f :A′→ A,g:B→ B′〉︸ ︷︷ ︸
∈Kop×K(〈A,B〉,〈A′,B′〉)

)( h:A→ B︸ ︷︷ ︸
∈Hom(〈A,B〉)

) = f ;h;g︸ ︷︷ ︸
∈Hom(〈A′,B′〉)

.

B

A A′

B′-
g

� f

?

h

?

ut

Exercise 3.4.16 (Exponent functor).For any setX define a functor[ →X]:Setop→
Set mapping any set to the set of all functions from it toX. That is, for any set
Y ∈ |Set|, [Y→X] is the set of all functions fromY to X and then for any morphism
f :Y→Y′ in Setop, which is a functionf :Y′→Y in Set, [ f→X]: [Y→X]→ [Y′→X]
is defined by pre-composition withf as follows:[ f→X](g) = f ;g. ut

Example 3.4.17 (Converting partial functions to total functions).Let Pfn be the
category of sets with partial functions and letSet⊥ be the subcategory ofSethaving
sets containing a distinguished element⊥ as objects and⊥-preserving functions as
morphisms. ThenTot:Pfn→ Set⊥ converts partial functions to total functions by
using⊥ to represent “undefined” as follows:

• Tot(X) = X]{⊥}

• Tot( f )(x) =
{

f (x) if f (x) is defined
⊥ otherwise

Exercise.Notice that strictly speaking the above definition is not well-formed: ac-
cording to the definition of disjoint union, ifX is non-empty thenX 6⊆X]{⊥}; thus,
given a partial functionf :X→ Y, Tot( f ) as defined above need not be a function
from Tot(X) to Tot(Y). Restate this definition formally, using explicit injections
ι1:X→ X]{⊥} andι2:{⊥}→ X]{⊥} for each setX. ut

Example 3.4.18 (Converting partial algebras to total algebras).The same “to-
talisation” idea as used in the above Example 3.4.17 yields a totalisation functor
TotΣ :PAlgstr(Σ)→ Alg(Σ), for each signatureΣ , mapping partialΣ -algebras and
their strong homomorphisms to totalΣ -algebras and their homomorphisms (cf. Def-
initions 2.7.30 and 2.7.31, and Example 3.3.13).

Let Σ = 〈S,Ω〉 ∈ |AlgSig|. TotΣ :PAlgstr(Σ)→ Alg(Σ) is defined as follows:
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• For any partialΣ -algebraA∈ |PAlgstr(Σ)|, TotΣ (A) ∈ |Alg(Σ)| is theΣ -algebra
whose carriers are obtained from the corresponding carriers ofA by adding a
distinguished element⊥, and whose operations are obtained from the operations
of A by making the result⊥ for arguments on which the latter are undefined, that
is:

– for each sort names∈ S, |TotΣ (A)|s = |A|s]{⊥}; and
– for each operation namef :s1× . . .×sn→ s in Σ , fTotΣ (A) is the function which

yields⊥ if any of its arguments is⊥, and fora1 ∈ |A|s1, . . . ,an ∈ |A|sn,

fTotΣ (A)(a1, . . . ,an) =
{

fA(a1, . . . ,an) if fA(a1, . . . ,an) is defined
⊥ otherwise.

• For any strongΣ -homomorphismh:A→ B (which is a family oftotal functions
between the corresponding carriers ofA andB), TotΣ (h):TotΣ (A)→ TotΣ (B) is
(the family of functions in)h extended to map⊥ to⊥.

Exercise.Check that for any strongΣ -homomorphismh:A→B, TotΣ (h):TotΣ (A)→
TotΣ (B) is indeed aΣ -homomorphism. Can you extendTotΣ toweakΣ -homomorphisms
between partial algebras? ut

Exercise 3.4.19.Do the above functors map monomorphisms to monomorphisms?
Do they map epimorphisms to epimorphisms? What about isomorphisms? (Co)limits?
(Co)cones? Anything else you can think of? ut

Definition 3.4.20 (Diagram translation).Given a functorF:K1 → K2 and a dia-
gramD in K1, thetranslation of D byF is defined as the diagramF(D) in K2 with
the same underlying graph asD and with the labels ofD translated byF:

• G(F(D)) = G(D);
• for eachn∈ |G(D)|node, F(D)n = F(Dn); and
• for eache∈ |G(D)|edge, F(D)e = F(De). ut

Exercise 3.4.21 (Diagrams as functors).A diagramD in K corresponds to a func-
tor from the categoryPath(G(D)) of paths in the underlying graph ofD to K . For-
malise this. HINT : Given a diagramD, define a functor that maps each pathe1 . . .en

in G(D) to De1; . . . ;Den. Do not forget the case wheren = 0.
Then, anticipating Definition 3.4.27, define the translation of a diagram by a

functor in terms of functor composition. ut

Definition 3.4.22 (Functor continuity and cocontinuity). A functor F:K1 → K2
is (finitely) continuousif it preserves the existing limits of all (finite) diagrams in
K1, that is, if for any (finite) diagramD in K1, F maps any limiting cone overD to
a limiting cone overF(D).

A functor F:K1→ K2 is (finitely) cocontinuousif it preserves the existing col-
imits of all (finite) diagrams inK1, that is, if for any (finite) diagramD in K1, F
maps any colimiting cocone overD to a colimiting cocone overF(D). ut
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Exercise 3.4.23.Assuming thatK1 is (finitely) complete, use Exercise 3.2.49 to
show that a functorF:K1 → K2 is (finitely) continuous if and only if it preserves
(finite) products and equalisers.

Similarly, show thatF:K1→ K2 is finitely continuous if and only if it preserves
terminal objects and all pullbacks, and it is continuous if and only if it preserves
terminal objects and all wide pullbacks. HINT : Exercises 3.2.48 and 3.2.50).

Dually, give similar characterisation of (finitely) cocontinuous functors, for in-
stance as those that preserve (finite) coproducts and coequalisers. ut

Exercise 3.4.24.Given a setX, show that the functor[ →X]:Setop→ Setfrom Ex-
ercise 3.4.16 is continuous. HINT : Use Exercise 3.4.23: relying on the explicit con-
structions of (co)products and (co)equalisers inSet, show that the functor maps
any coproduct (disjoint union) of sets〈Xn〉n∈N to a product of sets of functions
[Xn→X], n∈N, and a coequaliser of functionsf ,g:X1→ X2 to an equaliser of (pre-
composition) functions( f ; ),(g; ): [X2→X]→ [X1→X].

You may also want to similarly check which of the examples of functors given
above are (finitely) (co)continuous. ut

Exercise 3.4.25.Consider a categoryK with a terminal object1 ∈ |K |. Given any
functorF:K → K ′, check thatF determines a functorF↓1:K → K ′↓F(1) from K to
the slice category ofK ′-objects overF(1) (Definition 3.1.28), where for any object
A∈ |K |, F↓1(A) = F(!A), with !A:A→ 1 being the unique morphism fromA to 1,
andF↓1 coincides withF on morphisms.

Suppose now thatK has all pullbacks (so that it is finitely complete) andF pre-
serves them (but we do not requireF to preserve the terminal object, so it does not
have to be finitely continuous). Show thatF↓1:K → K ′↓F(1) is finitely continuous.
HINT : Recall Exercise 3.2.51. By the discussion there, sinceF preserves pullbacks,
F maps products inK , which are pullback of morphisms to1, to pullbacks inK ′ of
morphisms toF(1) — and these are essentially products inK ′↓F(1). Moreover, by
the construction,F↓1 preserves the terminal object, and the conclusion follows by
Exercise 3.4.23.

Similarly, show that ifK has all wide pullbacks (so that it is complete) andF
preserves them thenF↓1:K → K ′↓F(1) is continuous. ut

Exercise 3.4.26.Recall the definition of the categoryTΣ ,Φ , the algebraic theory
generated by a setΦ of equations over a signatureΣ (cf. Exercise 3.1.15). Show
that those functors fromTop

Σ ,∅ to Set that preserve finite products (where products
in Top

Σ ,Φ , that is coproducts inTΣ ,Φ , are given by concatenation of sequences of sort
names, cf. Exercise 3.2.18, and products inSetare given by the Cartesian product)
are in a bijective correspondence withΣ -algebras in|Alg(Σ)|. Generalise this corre-
spondence further to product-preserving functors fromTop

Σ ,Φ to SetandΣ -algebras
in ModΣ (Φ). ut

Definition 3.4.27 (Functor composition).The categoryCat (the category of all
categories) is defined as follows:
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Objects ofCat: categories5;
Morphisms ofCat: functors;
Composition inCat: If F:K1→K2 andG:K2→K3 are functors, thenF;G:K1→

K3 is a functor defined as follows:(F;G)Ob j = FOb j;GOb j and (F;G)A,B =
FA,B;GF(A),F(B) for all A,B∈ K1. ut

Example 3.4.28.In the following we will often use the functor| |:Cat → Set6

which for any categoryK ∈ |Cat| yields the collection|K | of the objects of this cat-
egory and for each functorF:K → K ′ yields its object part|F|= FOb j: |K | → |K ′|.

ut

Example 3.4.29. Alg:AlgSigop→ Cat is a functor, where:

• for anyΣ ∈ |AlgSig|, Alg(Σ) is the category ofΣ -algebras; and
• for any morphismσ :Σ→Σ ′ in AlgSig, Alg(σ) is the reduct functor σ :Alg(Σ ′)→

Alg(Σ). ut

Exercise 3.4.30.Define a functorAlgder:(AlgSigder)op→ Cat so thatAlgder(Σ) =
Alg(Σ) for any signatureΣ ∈ |AlgSigder|, and for any derived signature morphism
δ , Algder(δ ) is theδ -reduct as sketched in Definition 1.5.16 and Exercise 1.5.17.

ut

Exercise 3.4.31.Define the categoryPoset (objects: partially-ordered sets; mor-
phisms: order-preserving functions). Define the functor fromPosetto Cat that maps
a partially-ordered set to the corresponding (preorder) category (cf. Example 3.1.3)
and an order-preserving function to the corresponding functor. ut

Exercise 3.4.32.Characterise isomorphisms inCat. Show that product categories
are products inCat. What are terminal objects, pullbacks and equalisers inCat?
Conclude thatCat is complete. HINT : Use constructions analogous to those inSet,
as summarised in Exercise 3.2.53. ut

Exercise 3.4.33.Prove thatAlg:AlgSigop→ Cat (cf. Example 3.4.29) is continu-
ous, that is, that it maps colimits in the categoryAlgSig of signatures to limits in the
categoryCat of all categories.

HINT : By Exercise 3.4.23 it is enough to show thatAlg maps coproducts of
signatures to products of the corresponding categories of algebras and coequalisers
of signature morphisms to equalisers of the corresponding reduct functors.

(Coproducts): Recall that by Exercise 3.2.16, a coproduct of signatures is in fact
their disjoint union. Now, it is easy to see that an algebra over a disjoint union
of a family of signatures may be identified with a tuple of algebras over the
signatures in the family. Since a similar fact holds for homomorphisms, the rest
of the proof in this case is straightforward (cf. Exercise 3.4.32). Notice that this
argument covers the coproduct of the empty family of signatures as well.

5 To be cautious about the set-theoretic foundations here, we should rather say:smallcategories.
6 Again, we should restrict attention to small categories here. Alternatively, in place ofSet we
could use the category of all discrete categories, inheriting all of the foundational problems ofCat.
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(Coequalisers): Recall (cf. Exercise 3.2.24) that a coequaliser of two signature
morphismsσ ,σ ′:Σ → Σ ′ is the natural projectionp:Σ ′ → (Σ ′/≡), where ≡
is the least equivalence relation onΣ ′ such thatσ(x) ≡ σ ′(x) for all sort and
operation namesx in Σ (this is just a sketch of the construction). Notice now
that (Σ ′/≡)-algebras correspond exactly to thoseΣ ′-algebras that have iden-
tical componentsσ(x) and σ ′(x) for all sort and operation namesx in Σ , or
equivalently, to those algebrasA′ ∈ |Alg(Σ ′)| for which A′ σ = A′ σ ′ . Moreover,
the correspondence is given by the functorp:Alg(Σ ′/≡)→ Alg(Σ ′). Since a
similar fact holds for homomorphisms, it is straightforward now to prove that

p = Alg(p) is an equaliser of σ = Alg(σ) and σ ′ = Alg(σ ′) (cf. Exer-
cises 3.4.32 and 3.2.22). ut

Exercise 3.4.34 (Amalgamation Lemma for algebras).Consider a pushout in the
categoryAlgSig of signatures:

Σ

Σ1 Σ2

Σ ′

@
@

@I

�
�

��

�
�

��

@
@

@I

σ1 σ2

σ ′1 σ ′2

Conclude from Exercise 3.4.33 above that for anyΣ1-algebraA1 andΣ2-algebraA2

such thatA1 σ1 = A2 σ2, there exists a uniqueΣ ′-algebraA′ such thatA′ σ ′1
= A1 and

A′ σ ′2
= A2.

Similarly, for any two homomorphismsh1:A11→ A12 in Alg(Σ1) andh2:A21→
A22 in Alg(Σ2) such thath1 σ1 = h2 σ2, there exists a uniqueΣ ′-homomorphism
h′:A′1→ A′2 such thath′ σ ′1

= h1 andh′ σ ′2
= h2. ut

Example 3.4.35.Recall Example 3.2.35 of a simple pushout of algebraic signa-
tures. LetN ∈ |Alg(ΣNat)| be the standard model of natural numbers. Build
N1 ∈ |Alg(ΣNatfib)| by adding toN the interpretation of the operationfib as
the standard Fibonacci function, andN2 ∈ |Alg(ΣNatmult)| by adding toN the
interpretation of the operationmult as multiplication. By construction we have
N1 ΣNat = N = N2 ΣNat and soN1 andN2 amalgamate to a unique algebraN′ ∈
|Alg(ΣNatfib,mult)| such thatN′ ΣNatfib = N1 andN′ ΣNatmult = N2. Clearly,N′ is
the only expansion ofN that definesfib as the Fibonacci function (asN1 does) and
mult as multiplication (asN2 does). ut

Exercise 3.4.36.Define initial objects and coproducts inCat. (HINT : This is easy.)
Try to define coequalisers and then pushouts inCat. (HINT : This is difficult.) ut

¡¡¡¡¡¡¡ c342.tex ======= ¿¿¿¿¿¿¿ 1.15
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3.4.2 Natural transformations

Let F:K1→ K2 andG:K1→ K2 be two functors with common source and target
categories.

A transformation fromF to G should map the results ofF to the results ofG. This
means, that it should consists of a family of morphisms inK2, oneK2-morphism
from F(A) to G(A) for eachK1-objectA. An extra requirement to impose is that
this family should be compatible with the application ofF andG to K1-morphisms,
as formalised by the following definition:

Definition 3.4.37 (Natural transformation). A natural transformationfrom F to
G, τ:F→G7, is a family〈τA:F(A)→G(A)〉A∈|K1| of K2-morphisms such that for
anyA,B∈ |K1| andK1-morphismf :A→ B the following diagram commutes:

K1: K2:

A

B
?

f

F(A)

F(B)

G(A)

G(B)

-τA

-
τB

?

F( f )

?

G( f )

(this property is often referred to as thenaturalityof the familyτ).
Furthermore,τ is anatural isomorphismif for all A∈ |K1|, τA is iso (inK2). ut

Example 3.4.38.The identity transformationidF:F→ F, where(idF)A = idF(A), is
a natural isomorphism.

For any morphismf :A→ B in a categoryK2 and for any categoryK1, there
is a constant natural transformationcf :CA → CB between the constant functors
CA,CB:K1→ K2 (cf. Example 3.4.4) defined by(cf )o = f for all objectso∈ |K1|.

ut

Example 3.4.39.The family of singleton functionssing set: IdSet→ P, where for
any setX, sing setX:X→ P(X) is defined bysing setX(a) = {a}, is a natural trans-
formation.

Let ( )∗= Seq;| |:Set→Setbe the functor given as the composition ofSeq:Set→
Mon (Example 3.4.8) with the forgetful functor| |:Mon → Set mapping any
monoid to its underlying carrier set. The family of singleton functionssing seq: IdSet→
( )∗, where for any setX, sing seqX:X → X∗ is defined bysing seqX(a) = a
(sing seqmaps any element to the singleton sequence consisting of this element
only) is a natural transformation. ut
7 Some authors would use a dotted or double arrow here, writingτ:F →̇ G or τ:F⇒ G, respec-
tively. We prefer to use the same symbol for all morphisms, and also for natural transformations,
since they are morphisms in certain categories, see Definition 3.4.60 below.
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Exercise 3.4.40.Consider the functor( )∗:Set→ Set mapping any setX to the
setX∗ of sequences overX (cf. Example 3.4.39 above). Show that the following
families of functions (indexed by setsX ∈ |Set|) yield natural transformations from
( )∗ to ( )∗:

• for eachk≥ 0, for n≥ 0 andx1, . . . ,xn ∈ X,
stutterkX(x1 . . .xn) = x1 . . .x1︸ ︷︷ ︸

k times

. . . xn . . .xn︸ ︷︷ ︸
k times

;

• for eachk≥ 0, for n≥ 0 andx1, . . . ,xn ∈ X,
repeatkX(x1 . . .xn) = x1 . . .xn︸ ︷︷ ︸ . . . x1 . . .xn︸ ︷︷ ︸︸ ︷︷ ︸

k times

;

• for n≥ 0 andx1, . . . ,xn ∈ X,
reverseX(x1 . . .xn) = xn . . .x1;

• for n≥ 0 andx1, . . . ,x2n+1 ∈ X,
oddsX(x1x2x3 . . .x2n) = x1x3 . . .x2n−1 and
oddsX(x1x2x3 . . .x2n+1) = x1x3 . . .x2n+1.

Check which of these functions also yield natural transformations fromSeqto Seq
(whereSeq:Set→Mon, cf. Example 3.4.8).

The above examples indicate a close link between polymorphic functions as en-
countered in functional programming languages (like Standard ML [MTHM97] or
Haskell [Pey03]) and natural transformations between functors representing poly-
morphic types. This property, often referred to as “parametric polymorphism” (as
opposed to “ad hoc polymorphism”) can be explored to derive some propeties of
polymorphic functions directly from their types [Wad89]. ut
Exercise 3.4.41.Recall (Exercise 3.4.26) the correspondence between product-
preserving functors fromTop

Σ ,Φ to Set andΣ -algebras in|Mod(Σ ,Φ)|. Show that
this correspondence extends to morphisms: eachΣ -homomorphism between alge-
bras gives rise to a natural transformation between the corresponding functors, and
vice versa, each natural transformation between such functors determines a homo-
morphism between the corresponding algebras. HINT : To prove that this yields a
bijective correspondence, first use the naturality condition for product projections
to show that for any natural transformationτ:F→ G between product-preserving
functorsF,G:Top

Σ ,Φ → Set, any sequences1 . . .sn of sort names (an object inTΣ ,Φ )
and any〈a1, . . . ,an〉 ∈ F(s1 . . .sn), τs1...sn(〈a1, . . . ,an〉) = 〈τs1(a1), . . . ,τsn(an)〉. ut

Natural transformations have been introduced as morphisms between functors.
The obvious thing to do next is to define composition of natural tranformations. Tra-
ditionally, two different composition operations for natural transformations are in-
troduced:verticalandhorizontalcomposition. The former is a straightforward com-
position of natural transformations between parallel functors. The latter is somewhat
more involved; in a sense, it shows how natural transformations “accumulate” when
functors are composed.

Definition 3.4.42 (Vertical composition).Let F1,F2,F3:K1→ K2 be three func-
tors with common source and target categories. Letτ:F1→ F2 andσ :F2→ F3 be
natural transformations:
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�

�

�

K1

�

�

�

�

K2

F1 -

F2 -

F3 -

?

τ

?

σ

Then thevertical compositionof τ andσ , τ;σ :F1→ F3, is defined by(τ;σ)A =
τA;σA (in K2) for all A∈ |K1|. ut

Exercise 3.4.43.Prove thatτ;σ is indeed a natural transformation. ut

Definition 3.4.44 (Horizontal composition).LetF1,F2:K1→K2 andG1,G2:K2→
K3 be two pairs of parallel functors. Letτ:F1→ F2 andσ :G1→ G2 be natural
transformations:�

�

�

�
K1

�

�

�

�
K2

�

�

�

�
K3

F1 -

F2 -

G1 -

G2 -
?

τ

?

σ

Then thehorizontal compositionof τ andσ , τ·σ :F1;G1→ F2;G2, is defined by
(τ·σ)A = G1(τA);σF2(A) = σF1(A);G2(τA) (in K3) for all A∈ |K1|:

F1(A)

F2(A)
?

τA

G1(F1(A))

G1(F2(A))
?

G1(τA)

G2(F1(A))

G2(F2(A))
?

G2(τA)

-
σF1(A)

-
σF2(A)

HH
HH

HH
HH

HH
HH

HH
HH

HH
HHj

(τ·σ)A

ut

Exercise 3.4.45.Prove that the above diagram commutes, and so(τ·σ)A is well-
defined. Then prove thatτ·σ is indeed a natural transformation. HINT :
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A

B G1(F1(B))

G1(F1(A)) G2(F2(A))

G2(F2(B))

G1(F2(A))

G1(F2(B))

?

f

?

G1(F1( f ))

?

G2(F2( f ))

?

G1(F2( f ))

H
HHH

HHHHj
G1(τA)

HHH
HHH

HHj
G1(τB)

�
�

�
��σF2(A)

�
�

�
��

σF2(B)

-
(τ·σ)A

-
(τ·σ)B

ut

Definition 3.4.46 (Multiplication by a functor). A special case of the horizontal
composition of natural transformations is themultiplicationof a natural transforma-
tion by a functor. Under the assumptions of Definition 3.4.44, we define:

• τ·G1 = τ·idG1:F1;G1→ F2;G1, or more explicitly:(τ·G1)A = G1(τA) for A∈
|K1|;

• F1·σ = idF1·σ :F1;G1→ F1;G2, or more explicitly:(F1·σ)A = σF1(A) for A∈
|K1|. ut

Exercise 3.4.47.Show thatτ·σ = (τ·G1);(F2·σ) = (F1·σ);(τ·G2). ut

Exercise 3.4.48 (Interchange law).Consider any categoriesK1, K2, K3, func-
tors F1,F2,F3:K1 → K2 andG1,G2,G3:K2 → K3, and natural transformations
τ:F1→ F2, τ ′:F2→ F3, σ :G1→G2, andσ ′:G2→G3:�

�

�

�

K1

�

�

�

�

K2

�

�

�

�

K3

F1 -

F2 -

F3 -

G1 -

G2 -

G3 -

?

τ

?

τ ′

?

σ

?

σ ′

Show that(τ;τ ′)·(σ ;σ ′) = (τ·σ);(τ ′·σ ′). ut
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3.4.3 Constructing categories, revisited

3.4.3.1 Comma categories

Definition 3.4.49 (Comma category).Let F:K1→K andG:K2→K be two func-
tors with a common target category. Thecomma category(F,G) is defined by:

Objects of(F,G): triples〈A1, f ,A2〉, whereA1∈ |K1|, A2∈ |K2| and f :F(A1)→
G(A2) is a morphism inK ;

Morphisms of(F,G): a morphism from〈A1, f ,A2〉 to 〈B1,g,B2〉 is a pair〈h1,h2〉
of morphisms whereh1:A1→B1 (in K1) andh2:A2→B2 (in K2) such that (the
middle part of) the following diagram commutes:

A1

B1
?

h1

F(A1)

F(B1)

G(A2)

G(B2)

-
f

-
g

?

F(h1)

?

G(h2)

A2

B2
?

h2

Composition in(F,G): 〈h1,h2〉;〈h1′,h2′〉= 〈h1;h1′,h2;h2′〉. ut

Exercise 3.4.50.Construct the categoryK→ of K -morphisms and the categoryK↓A
of K -objects overA∈ |K | as comma categories (cf. Definitions 3.1.27 and 3.1.28).
HINT : Consider categories(IdK , IdK ) and (IdK ,C1

A), where IdK is the identity
functor onK andC1

A:1→ K is a constant functor from the terminal category1. ut

Example 3.4.51.Another way of presenting the categoryGraph is as the comma
category(IdSet,CP), whereCP:Set→ Set is the Cartesian product functor defined
by CP(X) = X×X andCP( f :X→Y)〈x1,x2〉= 〈 f (x1), f (x2)〉.

To see this, write an object in|(IdSet,CP)| as〈E,〈source:E→ N, target:E→ N〉,N〉.
ut

Exercise 3.4.52.Another way to present the category of signaturesAlgSig is as the
comma category(IdSet,( )+), where( )+:Set→ Set is the functor which for any
setX ∈ |Set| yields the setX+ of all finite non-empty sequences of elements from
X.

First, complete the definition of the functor( )+. Then, notice thatX+ = X∗×X
and hence an object in|(IdSet,( )+)|may be written as〈Ω ,〈arity:Ω → S∗,sort:Ω → S〉,S〉.
Indicate now why the category defined is almost, but not quite, the same as the cat-
egoryAlgSig of signatures (cf. Exercise 3.4.75 below). ut

Exercise 3.4.53.Prove that ifK1 andK2 are (finitely) complete categories,F:K1→
K is a functor, andG:K2→K is a (finitely) continuous functor, then the comma cat-
egory(F,G) is (finitely) complete. Moreover, the obvious projections from(F,G)
to K1 andK2, respectively, are (finitely) continuous. HINT : To construct a limit
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of a diagram in(F,G), start by building limits of the projections of the diagram to
K1 andK2, respectively, and then use the continuity property ofG to complete the
construction of the limit object in(F,G). If the notation in the proof gets too heavy,
use Exercise 3.2.49 and spell the details out for the construction of products and
equalisers.

Check that this construction of limits in(F,G) works for diagrams of any given
shape: ifK1 and K2 have limits of diagrams of a given shape, andG preserves
them, then(F,G) has limits of diagrams of this shape, and the projection functors
preserve them.

State and prove the analogous facts about cocompleteness of(F,G). HINT :
Clearly, appropriate colimits must exist inK1 and K2, but unlike with limits, it
is F that must preserve them. ut

Exercise 3.4.54.Use Exercises 3.4.50 and 3.4.53 to show that ifK is a (finitely)
complete category then so is the categoryK→ of morphisms inK .

Then, without looking at Exercise 3.2.51, use Exercises 3.4.50 and 3.4.53 to
prove that if a categoryK has limits of all (finite) non-empty connected diagrams
then so does the slice categoryK↓A of its objects overA∈ |K |, and that the obvious
forgetful functor fromK↓A to K preserves these limits. Notice though that this does
not generalise to arbitrary (finite) limits that exist inK↓A if K is (finitely) complete
by Exercise 3.2.51.

Check that your proof shows a stronger fact: without assuming the existence of
any limits inK , the forgetful functor fromK↓A to K createslimits of all non-empty
connected diagrams, that is: for any such diagramD↓A in K↓A, if its projectionD to
K has a limit inK then there is a unique cocone onD↓A in K↓A that projects to this
limit, and this cocone is a limit ofD↓A in K↓A. ut

Exercise 3.4.55.Show that ifK has all pullbacks and a terminal object (so, it is
finitely complete) and a functorF:K → K ′ preserves pullbacks, thenF also pre-
serves the limits of all finite non-empty connected diagrams. HINT : Put together
Exercises 3.4.25 and 3.4.54.

Similarly, show that ifK has all wide pullbacks and a terminal object (so, it is
complete) and a functorF:K → K ′ preserves wide pullbacks, thenF also preserves
the limits of all non-empty connected diagrams. ut

3.4.3.2 Indexed categories

We frequently need to deal not just with a single category, but rather with a family
of categories, “parameterised” by a certain collection of indices. The categories of
S-sorted sets (one for each setS) and the categories ofΣ -algebras (one for each
signatureΣ ) are typical examples. A crucial property here is that all the categories in
such a family are defined in a uniform way, and consequently any change of an index
induces a smooth translation between the corresponding component categories. In
typical examples, the translation goes in the opposite direction than the change of
index, which leads to the following definition:
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Definition 3.4.56 (Indexed category).An indexed category(over anindex category
Ind ) is a functorC: Indop→ Cat. ut

Example 3.4.57. Alg:AlgSigop→Cat is an indexed category (cf. Example 3.4.29).
ut

Definition 3.4.58 (Grothendieck construction).Every indexed categoryC: Indop→
Cat gives rise to aflattenedcategoryFlat(C) defined as follows:

Objects ofFlat(C): pairs〈i,A〉 for all i ∈ |Ind | andA∈ |C(i)|;
Morphisms ofFlat(C): a morphism from〈i,A〉 to 〈 j,B〉 is a pair〈σ , f 〉:〈i,A〉 →
〈 j,B〉, where σ : i → j is an Ind -morphism andf :A→ C(σ)(B) is a C(i)-
morphism;

Composition inFlat(C): 〈σ , f 〉;〈σ ′, f ′〉= 〈σ ;σ ′, f ;C(σ)( f ′)〉. ut

Exercise 3.4.59.Show that ifInd is complete,C(i) are complete for alli ∈ |Ind |,
andC(σ) are continuous for allσ ∈ Ind , thenFlat(C) is complete.

HINT : Given a diagram in the flattened categoryFlat(C), first consider its ob-
vious projection on the index categoryInd . SinceInd is complete, this has a limit
l ∈ |Ind |. Using the functors assigned byC to the projection morphism of the limit,
“translate” all the nodes and edges of the diagram to the categoryC(l), thus ob-
taining a diagram inC(l). SinceC(l) is complete, it has a limit. Check that the
projection morphisms of the limit of the diagram constructed inInd when paired
with the corresponding projection morphisms of the limit of the diagram inC(l)
form the limit of the original diagram inFlat(C).

To make the construction manageable, consider only products and equalisers:
this is sufficient by Exercise 3.2.49. ut

3.4.3.3 Functor categories

Definition 3.4.60 (Functor category).Let K1 andK2 be categories8. The functor
category[K1→K2] is defined by:

Objects of[K1→K2]: functors fromK1 to K2;
Morphisms of[K1→K2]: natural transformations;
Composition in[K1→K2]: vertical composition. ut

Exercise 3.4.61.Define the categorySetS of S-sorted sets as a functor category.ut

Exercise 3.4.62.For any categoryK , define its morphism categoryK→ as the cate-
gory of functors[2→K ]. ut

Exercise 3.4.63.Let K1 andK2 be categories. Show that ifK2 is (finitely) com-
plete then so is the functor category[K1→K2]. State and show the dual fact as well.
HINT : The limit of any diagram in[K1→K2] may be constructed “pointwise”, for

8 To be cautious about set-theoretic foundations, one may want to assume thatK1 is small.
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each object in|K1| separately. More precisely, using Exercise 3.2.49 to simplify
the notational burden: consider any family of functors〈Fn:K1→ K2〉n∈N. For each
X ∈ |K1|, let Q(X) ∈ |K2| with projections(πn)X:Q(X) → Fn(X), n ∈ N, be a
product of〈Fn(X)〉n∈N in K2. Check that there is a unique way to extendQ to a
functor Q:K1 → K2 so that allπn:Q→ Fn, n ∈ N, become natural transforma-
tions. Show thatQ with projections〈πn〉n∈N is a product of〈Fn:K1→ K2〉n∈N in
[K1→K2]. Then proceed similarly for equalisers: consider functorsF,F′:K1→ K2
and natural transformationsτ1,τ2:F→ F′. For eachX ∈ |K1|, let τX:Q(X)→ F(X)
be an equaliser of(τ1)X,(τ2)X:F(X)→ F′(X) in K2. This yields a unique functor
Q:K1 → K2 such thatτ:Q→ F is a natural transformation, which is an equaliser
of τ1,τ2 in [K1→K2]. ut

Exercise 3.4.64.Let K1, K1′ andK2 be categories. Show how any functorF:K1→
K1′ induces a functor(F; ): [K1′→K2]→ [K1→K2]. Relying on the construction
outlined in Exercise 3.4.63 and assuming thatK2 is (finitely) complete, show that
this functor is (finitely) continuous.

Prove also that this yields a functor[ →K2]:Catop→Cat9 (cf. Exercise 3.4.16).
ut

Exercise 3.4.65.For any categoryK , define a categoryFunct(K) of functors into
K as follows:

Objects ofFunct(K): functorsF:K ′→ K into K ;
Morphisms ofFunct(K): a morphism fromF:K1 → K to G:K2 → K is a pair
〈ΦΦ ,ρ〉, whereΦΦ :K1→ K2 is a functor andρ:F→ΦΦ ;G is a natural transforma-
tion (between functors fromK1 to K );

Composition inFunct(K): 〈ΦΦ ,ρ〉;〈ΦΦ ′,ρ ′〉= 〈ΦΦ ;ΦΦ ′,ρ;(ΦΦ ·ρ ′)〉.

Show how the categoryFunct(K) arises by the flattening construction of Defini-
tion 3.4.58 for the functor[ →K ] as defined in the previous exercise.10 ut

Exercise 3.4.66.Show that ifK is a (finitely) complete category then the category
Funct(K) of functors intoK is (finitely) complete as well. HINT : You may con-
struct the limits inFunct(K) directly, perhaps using Exercise 3.2.49. Alternatively,
rely on the construction ofFunct(K) by flattening (Definition 3.4.58) for the functor
[ →K ]:Catop→ Cat and on Exercise 3.4.59; recall thatCat is complete by Exer-
cise 3.4.32, for any categoryK1, [K1→K ] is (finitely) complete by Exercise 3.4.63,
and for every functorF:K1→ K2, (F; ): [K2→K ]→ [K1→K ] is (finitely) contin-
uous by Exercise 3.4.64. ut

Exercise 3.4.67.Show that if a categoryK1 has a factorisation system (cf. Sec-
tion 3.3) than for any categoryK2, the functor category[K2→K1] has a factorisa-
tion system as well.

HINT : Let 〈E1,M1〉 be a factorisation system forK1. DefineE = {ε ∈ [K2→K1] |
εA ∈ E1 for a ∈ |K2|} and M = {η ∈ [K2→K1] | ηA ∈ M1 for a ∈ |K2|}. Now,

9 Assuming thatK2 is small would help to resolve potential foundational problems here.
10 So, for foundational reasons, one may prefer to keep all categories small around here as well.
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to construct an〈E,M〉-factorisation of a natural transformationτ:F → G be-
tween functorsF,G:K2 → K1, first for each objecta∈ |K2| obtain an〈E1,M1〉-
factorisation ofτA, sayτA = εA;ηA with εA∈E1andηA∈M1, andεA:F(A)→H(A),
ηA:H(A) → G(A) for someH(A) ∈ |K1|. Then use the diagonal fill-in lemma
(Lemma 3.3.4) to extend the mappingH: |K2| → |K1| to a functorH:K2 → K1
such thatε:F→ H andη :H→G are natural transformations. ut

3.4.3.4 Equivalence of categories

Definition 3.4.68 (Isomorphic categories).Two categoriesK1 andK2 areisomor-
phic if there are functorsF:K1→ K2 andF−1:K2→ K1 such thatF;F−1 = IdK1
andF−1;F = IdK2 . ut

In other words, we say that two categories are isomorphic if they are isomorphic
as objects ofCat. As with isomorphic objects of other kinds, we will view isomor-
phic categories as abstractly the same. It turns out, however, that in this case there
is a coarser relation which allows us to identify categories which have all the same
categorical properties, even though they may not be isomorphic.

Definition 3.4.69 (Equivalent categories). K1andK2 areequivalentif there are
functorsF:K1 → K2 andG:K2 → K1 and natural isomorphismsτ: IdK1 → F;G
andσ :G;F→ IdK2 . ut

To characterise equivalent categories, we need one more concept:

Definition 3.4.70 (Skeletal category).A categoryK is skeletaliff any two isomor-
phic K -objects are identical. Askeleton ofK is any maximal skeletal subcategory
of K . ut

Exercise 3.4.71.Prove that two categories are equivalent iff they have isomorphic
skeletons. ut

Thus, intuitively, two categories are equivalent if and only if they differ only in
the number of isomorphic copies of corresponding objects.

Example 3.4.72.The categoryFinSet of all finite sets is equivalent to its full sub-
category of all natural numbers, where any natural numbern is defined as the set
{0, . . . ,n−1} of all natural numbers smaller thann. In fact, the latter is a skeleton
of FinSet. Similarly, the categorySetof all sets is equivalent to its full subcategory
of all ordinals. ut

Exercise 3.4.73.Show that for any signatureΣ and setΦ of Σ -equations, the full
subcategory ofTΣ /Φ given by the finite sets of variables is equivalent to the cate-
goryTΣ ,Φ (cf. Exercises 3.1.14 and 3.1.15). ut

Exercise 3.4.74.Let K1 and K2 be equivalent categories. Show that ifK1 is
(finitely) (co)complete then so isK2. ut
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Exercise 3.4.75.Recall Exercise 3.4.52. As indicated there, categoriesAlgSig and
(IdSet,( )+) are not isomorphic. Show that they are equivalent. Then, using Exer-
cises 3.4.74 and 3.4.53, conclude from this thatAlgSig is complete and cocomplete.

ut

3.5 Adjoints

Recall Facts 1.4.4 and 1.4.10:

Fact 1.4.4.For any Σ -algebra A and S-sorted function v:X→ |A| there is exactly
oneΣ -homomorphism v#:TΣ (X)→ A which extends v, i.e. such that v#

s(ιX(x)) =
vs(x) for all s∈ S, x∈ Xs, whereιX:X→ |TΣ (X)| is the embedding that maps each
variable in X to the corresponding term. ut

Fact 1.4.10.This property defines TΣ (X) up to isomorphism: if B is aΣ -algebra
andη :X→ |B| is an S-sorted function such that for anyΣ -algebra A and S-sorted
function v:X→ |A| there is a uniqueΣ -homomorphism v$:B→A such thatη ;|v$|=
v then B is isomorphic to TΣ (X). ut

The construction of the algebra ofΣ -terms is one example of anadjoint functor
(it is left adjoint to the functor| |:Alg(Σ)→ Setsorts(Σ)). The general concept of an
adjoint functor, to which this section is devoted, has many other important instances.
In fact, [Gog91b] goes so far as to say:

Any canonical construction from widgets to whatsits is an adjoint of another
functor, from whatsits to widgets.

3.5.1 Free objects

Let K1 andK2 be categories,G:K2→ K1 be a functor, andA1 be an object ofK1.

Definition 3.5.1 (Free object).A free object over A1 w.r.t. G is a K2-object A2
together with aK1-morphismηA1:A1→G(A2) such that for anyK2-objectB2 and
K1-morphism f :A1→ G(B2) there is a uniqueK2-morphism f #:A2→ B2 such
thatηA1;G( f #) = f .
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K1 K2� G

A1 G(A2)

G(B2)

-ηA1

?

G( f #)

@
@

@
@

@
@@R

f

A2

B2
?

f #

ηA1 is called theunit morphism. ut

Example 3.5.2.Let Σ = 〈S,Ω〉 be an arbitrary signature. Consider the forgetful
functor | |:Alg(Σ)→ SetS. Fact 1.4.4 asserts that for anyS-sorted setX, the term
algebraTΣ (X) with the inclusionηX:X ↪→ |TΣ (X)| is a free object overX w.r.t. | |.

ut

Exercise 3.5.3.Define free monoids and the path categoriesPath(G) as free objects
w.r.t. some obvious functors. Then, look around at the areas of mathematics with
which you are familiar for more examples. For instance, check that free groups and
discrete topologies, (ideal) completion of partial orders, of ordered algebras, etc.
may be defined as free objects w.r.t. some straightforward functors. ut

Exercise 3.5.4.Prove that any free object overA1 w.r.t.G is an initial object in the
comma category(CA1,G), whereCA1:1→ K1 is the constant functor. Conclude
that a free object overA1 w.r.t.G is unique up to isomorphism. ut

Exercise 3.5.5.Prove that ifA2∈ |K2| is a free object overA1∈ |K1|w.r.t.G:K2→
K1, then for anyB2∈ |K2|, #:K1(A1,G(B2))→ K2(A2,B2) is a bijection.

Check that one consequence of this is that two morphismsg,h:A2→B2 coincide
(in K2) wheneverηA1;G(g) = ηA1;G(h) in K1. ut

3.5.2 Left adjoints

Let K1 andK2 be categories andG:K2 → K1 be a functor. So far we have con-
sidered free objects w.r.t.G one by one, without relating them with each other. One
crucial property is that the construction of free objects, if they exist, is functorial.

Proposition 3.5.6.If for any A1∈ |K1| there is a free object over A1 w.r.t. G, say
F(A1) ∈ |K2| with unit morphismηA1:A1→G(F(A1)) (in K1), then A1 7→ F(A1)
and f∈K1(A1,B1) 7→ ( f ;ηB1)#∈K2(F(A1),F(B1)) determine a functorF:K1→
K2.
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K1 K2� G

A1 G(F(A1))

B1 G(F(B1))

-ηA1

-
ηB1

?

f

?

G(F( f ))

F(A1)

F(B1)
?

F( f ) = ( f ;ηB1)#

Proof. F preserves identities: F(idA1) = (idA1;ηA1)# = idF(A1) follows from the fact
that the following diagram commutes:

A1

A1

G(F(A1))

G(F(A1))

?

idA1

?

idG(F(A1)) = G(idF(A1))

-ηA1

-
ηA1

F preserves composition: Since the following diagram commutes:

A1

B1

G(F(A1))

G(F(B1))
?

f

?

G(F( f ))

-ηA1

-ηB1

C1 G(F(C1))
?

g

?

G(F(g))

-ηC1

�

��

G(F( f ));G(F(g)) = G(F( f );F(g))

it follows thatF( f ;g) = ( f ;g;ηC1)# = F( f );F(g). ut

Exercise 3.5.7.Prove thatη : IdK1 → F;G in Proposition 3.5.6 is a natural transfor-
mation. ut
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Definition 3.5.8 (Left adjoint). Let F:K1→ K2 andG:K2→ K1 be functors and
η : IdK1 → F;G be a natural transformation.F is left adjoint toG with unit η if for
anyA1∈ |K1|, F(A1) with unit morphismηA1:A1→G(F(A1)) is a free object over
A1 w.r.t.G. ut

Before we give any examples, let us prove a very important property of left ad-
joints.

Proposition 3.5.9.A left adjoint toG is unique up to (natural) isomorphism: ifF
andF′ are left adjoints ofG with unitsη andη ′ respectively, then there is a natural
isomorphismτ:F→ F′ such thatη ;(τ·G) = η ′.

A1

G(F(A1))

G(F′(A1))

�
���

��*ηA1

HH
HHHHjη ′A1 ?

G(τA1) = (τ·G)A1

F(A1)

F′(A1)
?

τA1

Proof. First notice that for anyf ∈ K1(A1,B1), F( f ) = ( f ;ηB1)# and F′( f ) =
( f ;η ′B1)

#′ .
Then, forA1 ∈ |K1|, defineτA1 = (η ′A1)

# andτ
−1
A1 = (ηA1)#′ . ThenτA1;τ−1

A1 =
idF(A1) since the following diagrams commute:

A1

G(F(A1))

G(F′(A1))

G(F(A1))

�
�

�
�

�
�

��

ηA1

-
η ′A1

@
@

@
@

@
@

@R

ηA1

?

G(τA1)

?

G(τ−1
A1 )

�

��

G(τA1;τ−1
A1 )

A1

G(F(A1))

G(F(A1))

��
����*ηA1

H
HHH

HHj
ηA1 ?

G(idF(A1))

andτ
−1
A1 ;τA1 = idF′(A1) by a similar argument.

Finally, for f :A1→ B1 (in K1), the following diagrams commute:
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A1 G(F(A1))

G(F′(A1))

-ηA1

HH
HHH

HHHHj

η ′A1

?

G(τA1)

B1 G(F′(B1))

G(F(B1))

-
η ′B1

HHH
HHH

HHHj

ηB1

?

G(τ−1
B1 )

?

f

?

G(F′( f ))

A1 G(F(A1))-ηA1

?

G(F( f ))

B1

G(F(B1))

HHH
HHH

HHHj

ηB1

?

f

Thus,F( f ) = ( f ;ηB1)# = τA1;F′( f );τ−1
B1 . This proves thatF( f );τB1 = τA1;F′( f ), and

hence thatτ:F→ F′ is natural. ut

Example 3.5.10.For any signatureΣ = 〈S,Ω〉, the functorTΣ :SetS→ Alg(Σ)
is left adjoint to the forgetful functor| |:Alg(Σ) → SetS (cf. Examples 3.4.11
and 3.4.9).

The functorSeq:Set→ Mon is left adjoint to the forgetful functor| |:Mon →
Setwhich takes a monoid to its underlying set of elements. The unit issing seq: IdSet→
Seq;| | (cf. Examples 3.4.8 and 3.4.39).

The “free group” functorF:Set→ Grp is left adjoint to the forgetful functor
| |:Grp → Set. Also, the functor taking a setX to the discrete topology onX is left
adjoint to the forgetful functor| |:Top→ Set(cf. Exercise 3.5.3). ut

Exercise 3.5.11.Consider any algebraic signature morphismσ :Σ → Σ ′. Prove that
the reduct functor σ :Alg(Σ ′)→ Alg(Σ) has a left adjoint.

HINT : Formalise and complete the following construction. For anyΣ -algebraA,
let Σ(A) be an algebraic signature which extendsΣ by a constanta:s for each ele-
menta∈ |A|s, s∈ sorts(Σ), and letΣ ′(A) be a similar extension ofΣ ′ by a constant
a:σ(s) for eacha∈ |A|s, s∈ sorts(Σ). Consider the congruence≡A onTΣ(A) gener-
ated by the identities that hold inA. The congruence≡A may be translated byσ to
Σ ′(A)-terms, generating there a congruenceσ(≡A), and the algebraTΣ ′(A)/σ(≡A)
is (almost) the freeΣ ′-algebra overA.

Consider then a setΦ ′ of Σ ′-equations. Recall thatMod(Σ ′,Φ ′) is the full
subcategory ofAlg(Σ ′) with all Σ ′-algebras that satisfyΦ ′ as objects (cf. Exam-
ple 3.1.19). Prove that the reduct functorσ :Mod(Σ ′,Φ ′) → Alg(Σ) has a left
adjoint.

HINT : In the construction above, close the congruenceσ(≡A) so that for each
equation∀X′ • t = t ′ in Φ ′ and substitutionθ :X′ → |TΣ ′(A)|, it identifies the terms
t[θ ] andt ′[θ ] (cf. Exercise 1.4.9 for the notation used here).

Page: 148 job: root macro: svmono.cls date/time: 29-Sep-2010/18:05



3.5 Adjoints 149

Finally, for any setΦ of Σ -equations such thatΦ ′ |=Σ ′ σ(Φ), prove that the
reduct functor σ :Mod(Σ ′,Φ ′)→Mod(Σ ,Φ) has a left adjoint.

HINT : This is easy now (Proposition 2.3.13 ensures that the functor is well de-
fined). ut

Exercise 3.5.12.Generalise Exercise 3.5.11 to derived signature morphisms, with
reduct functors as introduced in Exercise 3.4.30. ut

Example 3.5.13.Let K be a category, and recall that1 is a category containing a
single object, saya. Let F:1→ K be left adjoint toCa:K → 1 (note that such a
functorF may not exist). ThenF(a) is an initial object inK . ut

Exercise 3.5.14.Let ∆ :K → K ×K be the “diagonal” functor such that∆(A) =
〈A,A〉 and∆( f :A→ B) = 〈 f , f 〉:∆(A)→ ∆(B). Prove thatK has all coproducts iff
∆ has a left adjoint. What is the unit? ut

Exercise 3.5.15.Formulate analogous theorems for coequalisers and pushouts and
prove them. Show how this may be done for any colimit. ut

Exercise 3.5.16.LetK be a category with an initial object and a factorisation system
and letKR be its full subcategory of reachable objects. Recall thatRK :K → KR is a
functor that maps any object to its reachable subobject (cf. Exercise 3.4.13). Show
that the inclusion functorI :KR→ K is left adjoint toRK . ut

Exercise 3.5.17.Show that left adjoints preserve colimits of diagrams. Do they pre-
serve limits as well? ut

Exercise 3.5.18.LetF:K2→K1 be left adjoint toG:K1→K2 with unit η : IdK1→
F;G. Consider two objectsA,B ∈ |K1| and suppose that for some epimorphism
e:A→ B there exists a morphismh:B→ G(F(A)) such thate;h = ηA. Prove that
F(e):F(A)→ F(B) is an isomorphism.

HINT :

A G(F(A))-
ηA

B G(F(B))-
ηB

�
�

�
�

�
���

e

?

h

G(C)

@
@

@
@

@
@@R

f

?

G( fA)

�
�

�
�

�
�

�
�

�
�

�
�

�
��

G( fB)
F(A)

C

F(B)

?

fA

�
�

�
�

�
���

F(e)

�
�

�
�

�
�

�
�

�
�

�
�

�
��

fB
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First show thatF(B) with e;ηB:A→G(F(B)) as the unit morphism is a free object
overA w.r.t.G. For this, use the following construction: for anyC∈ |K2| and f :A→
G(C), let fB:F(B)→ C be the unique morphism such thatηB;G( fB) = h;G( fA),
where in turnfA:F(A)→C is the unique morphism such thatηA;G( fA) = f . Now,
fB satisfies(e;ηB);G( fB) = f and moreover, it is the only morphism fromF(B) toC
with this property (use the fact thate is an epimorphism and the freeness ofF(B) to
prove the latter). Then, show the conclusion following the proof of the uniqueness
of left adjoints, cf. Proposition 3.5.9. ut

3.5.3 Adjunctions

Consider two categoriesK1 andK2 and functorsF:K1 → K2 andG:K2 → K1
such thatF is left adjoint toG with unit η : IdK1 → F;G.

Proposition 3.5.19.There is a natural transformationε:G;F→ IdK2 such that

(∗) : (G·η);(ε·G) = idG
(∗∗) : (η ·F);(F·ε) = idF

K1: K2:

G(A2) G(F(G(A2))) F(G(A2))

G(A2) A2

A1 F(A1)

G(F(A1)) F(G(F(A1))) F(A1)

-
ηG(A2)

HH
HHH

HHH
HHHj

idG(A2)

?

G(εA2)
(∗)

?

εA2

?

ηA1

-
εF(A1)

H
HHH

HHH
HHHHj

idF(A1)

?

F(ηA1)
(∗∗)

Proof idea.

• (∗) definesεA2:F(G(A2))→ A2 asεA2 = (idG(A2))#.
• Check naturality: To show that for allg:A2→ B2 in K2, εA2;g = F(G(g));εB2, it

is enough to prove that (inK1) ηG(A2);G(εA2;g) = ηG(A2);G(F(G(g));εB2).
• Check(∗∗): To prove thatF(ηA1);εF(A1) = idF(A1), it is enough to show that (in

K1) ηA1;G(F(ηA1);εF(A1)) = ηA1;G(idF(A1)). ut
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Proposition 3.5.20.Consider functorsF:K1→ K2 andG:K2→ K1, and natural
transformationsη : IdK1 → F;G andε:G;F→ IdK2 such that

(∗) : (G·η);(ε·G) = idG
(∗∗) : (η ·F);(F·ε) = idF

ThenF is left adjoint toG with unit η .

Proof. For A1∈ |K1|, B2∈ |K2|, f :A1→G(B2), let f # = F( f );εB2:F(A1)→ B2.

• ηA1;G( f #) = ηA1;G(F( f ));G(εB2) = f ;ηG(B2);G(εB2) = f ;idG(B2) = f .
• Suppose that for someg:F(A1)→ B2, ηA1;G(g) = f . Then: f # = F( f );εB2 =

F(ηA1;G(g));εB2 = F(ηA1);F(G(g));εB2 = F(ηA1);εF(A1);g = g. ut

Definition 3.5.21 (Adjunction). Let K1 andK2 be categories. Anadjunction from
K1 to K2 is a quadruple〈F,G,η ,ε〉 whereF:K1→ K2 andG:K2→ K1 are func-
tors andη : IdK1 → F;G andε:G;F→ IdK2 are natural transformations such that

(∗) : (G·η);(ε·G) = idG
(∗∗) : (η ·F);(F·ε) = idF ut

Fact 3.5.22.Equivalently, an adjunction may be given as either of the following:

• A functorG:K2→ K1 and for each A1∈ |K1|, a free object over A1 w.r.t. G;
• A functorG:K2→ K1 and its left adjoint. ut

Exercise 3.5.23 (Galois connection).Recall that any partial order gives rise to a
corresponding preorder category (cf. Example 3.1.3). Galois connections (Defini-
tion 2.3.3) arise as adjunctions between preorder categories:

Consider two partially ordered sets〈A,≤A〉 and〈B,≤B〉 and two order-preserving
functions f :A→ B andg:B→ A (i.e., for a,a′ ∈ A, if a≤A a′ then f (a) ≤B f (a′)
and forb,b′ ∈ B, if b≤B b′ theng(b)≤A g(b′)).

Show thatf andg (viewed as functors) form an adjunction between〈A,≤A〉 and
〈B,≤B〉 (viewed as categories) if and only if for alla∈ A andb∈ B:

a≤A g(b) iff f (a)≤B b

Then show that this is further equivalent to the requirement that:

• a≤A g( f (a)) for all a∈ A; and
• f (g(b))≤B b for all b∈ B.

View the Galois connection between sets of equations and classes of algebras on
a given signature defined in Section 2.3 (cf. Proposition 2.3.2) as a special case of
the above definition. That is, check that for any signatureΣ , the function mapping
any set ofΣ -equations to the class of allΣ -algebras that satisfy this set of equations
and the function mapping any class ofΣ -algebras to the set of allΣ -equations that
hold in this class form an adjunction between the powerset of the set ofΣ -equations
(ordered by inclusion) and the powerclass of the class ofΣ -algebras (ordered by
containment).
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Then check that the above definition of Galois connection coincides with the
more explicit Definition 2.3.3 of a Galois connection between〈A,≤A〉 and〈B,≥B〉
(note the opposite order forB). ut

Exercise 3.5.24.Dualise the development in this section. Begin with the following
definition, dual to Definition 3.5.1:

Definition. Let F:K1 → K2 be a functor and letA2 ∈ |K2|. A cofree object over
A2 w.r.t. F is aK1-objectA1 together with aK2-morphismεA2:F(A1)→ A2 such
that for anyK1-objectB1 andK2-morphism f :F(B1)→ A2 there is a uniqueK1-
morphismf #:B1→ A1 such thatF( f #);εA2 = f .

Then dually to Section 3.5.2 show how cofree objects induceright adjoints. Finally,
prove facts dual to Propositions 3.5.19 and 3.5.20, thus proving that right adjoints
and cofree objects give another equivalent definition of adjunction. ut

Exercise 3.5.25.Develop yet another equivalent definition (at least for small cate-
gories) of an adjunction, centering around the bijection #:K1(A1,G(A2))→K2(F(A1),A2)
using a generalised version of Hom-functors (cf. Example 3.4.15).

Proof sketch.

• For any small categoryK and two functorsF1:K1→K andF2:K2→K , define a
functorHomF1,F2:K1op×K2→SetbyHomF1,F2(〈A1,A2〉)= K(F1(A1),F2(A2))
andHomF1,F2(〈 f 1, f 2〉)(h) = F1( f 1);h;F2( f 2).

• Show that ifF:K1 → K2 is left adjoint toG:K2 → K1 then #:HomIdK1 ,G →
HomF,IdK2 is a natural isomorphism.

• Finally, prove that for any functorsF:K1→ K2 andG:K2→ K1, a natural iso-
morphism #:HomIdK1 ,G→ HomF,IdK2 shows thatF is left adjoint toG. ut

Exercise 3.5.26.Show that adjunctions compose: given any categoriesK1, K2 and
K3, and adjunctions〈F,G,η ,ε〉 from K1 to K2 and〈F′,G′,η ′,ε ′〉 from K2 to K3,
we have an adjunction of the form〈F;F′,G′;G, , 〉 from K1 to K3. Fill in the
holes! ut

3.6 Bibliographical remarks

Category theory has found very many applications in computer science, and the ma-
terial presented here covers just those fragments that we will require in later chap-
ters. Books on category theory for mathematicians include the classic [Mac71] as
well as the encyclopedic [HS73], with [AHS90] as a more recent favourite, the three-
volume handbook [Bor94], the modestly-sized textbook [Awo06], and many more.
An early book on category theory directed towards computer scientists is [AM75],
followed by [Pie91], [Poi92] and [BW95]. An interesting angle is in [RB88], where
categorical concepts are presented by coding them in ML.
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Our terminology is mainly based on [Mac71], although we prefer to write com-
position in diagrammatic order, denoted by semicolon. The reader should be warned
that the terminology and notation in category theory is not completely standardized,
and differ from one author to another.

We have decided to keep to the basics, and have not ventured into many more
advanced topics, some of which are quite important for computer-science appli-
cations. In particular, Cartesian closed categories [BW95], [Mit96] and the Curry-
Howard isomorphism [SU06], categorical logic [LS86], monads [Man76], [Mog91],
[Pho92], fibrations [Jac99], and topoi [Joh02], [Gol06] all deserve attention.

We have presented somewhat more material than usual on certain topics that will
find application in some of the subsequent chapters. For example, in the material
on factorisation systems (with Section 3.3 taken from [Tar85]) and on indexed cat-
egories (with Section 3.4.3.2 based on [TBG91]), we include some exercises which
formulate facts that we will rely on later. We will work with indexed categories
throughout the book, sometimes implicitly, since we find them more natural for
these applications than equivalent formulations in terms of fibrations [Jac99].

We have deliberately chosen to use a notion of factorisation system based on
[HS73]. The later book [AHS90] uses a somewhat more general concept, where
factorisation morphisms are not required to be epi and mono, respectively, and there-
fore the uniqueness of the isomorphism between different factorisations of the same
morphisms — or equivalently, of the diagonal in Lemma 3.3.4 — must be required
explicitly. Although much of the material carries over, some results are simpler un-
der our assumptions: for instance, we rely on Exercise 3.3.5 which does not hold in
this form in the framework of [AHS90].

Our presentation of signatures, terms and algebras in Chapter 1 was elementary
and set-theoretic, and we retain this style throughout the book. But category the-
ory offers a whole spectrum of possibilities of doing universal algebra fruitfully
in a different style. Exercises 3.4.26 and 3.4.41 relate to a categorical “Lawvere-
style” presentation of some of the same concepts, see [Law63], [Man76], [BW85].
This was used in some early papers on algebraic specification, e.g. [GTWW75], but
as it abstracts away from the choice of operation names in the signature, it seems
less useful for applications to program specification. (This argument was put for-
ward already in [BG80], with the notion of “signed theory” from [GB78] called
to the rescue.) An alternative approach to specifications in this framework is given
by sketches, see [BW95], which present specifications as graphs with indicated dia-
grams, cones and cocones that in a functorial model of the graph are mapped to com-
mutative diagrams, limits and colimits, respectively. Commutative diagrams capture
equational requirements here, with (co)limiting (co)cones offering additional speci-
fication power. Another related approach takes the general notion of aT-algebra for
a functorT:K → K as its starting point, where aT-algebra on an objectA∈ |K | is a
morphism fromT(A) to A; this works smoothly ifT is a monad, see [Man76]. Such
abstract approaches offer natural generalisations based on semantic interpretation in
categories other thanSet, but again, in our view, abstraction from familiar concepts
and syntactic presentations makes them less convenient for practical use.
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CIP: Volume 1: The Wide Spectrum Language CIP-L, Lecture Notes in Computer
Science, volume 183. Springer, 1985.

BBC86. Gilles Bernot, Michel Bidoit, and Christine Choppy. Abstract data types with ex-
ception handling: An initial approach based on a distinction between exceptions and
errors.Theoretical Computer Science, 46(1):13–45, 1986.

BC88. Val Breazu-Tannen and Thierry Coquand. Extensional models for polymorphism.
Theoretical Computer Science, 59(1–2):85–114, 1988.
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Universiẗat München, 2008.

Page: 536 job: root macro: svmono.cls date/time: 29-Sep-2010/18:05

http://maude.cs.uiuc.edu/


References 537

CKTW08. Maria-Victoria Cengarle, Alexander Knapp, Andrzej Tarlecki, and Martin Wirsing. A
heterogeneous approach to UML semantics. In Pierpaolo Degano, Rocco de Nicola,
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Far89. Jordi Farŕes-Casals. Proving correctness of constructor implementations. In Antoni
Kreczmar and Grazyna Mirkowska, editors,Proceedings of the 14th Symposium on
Mathematical Foundations of Computer Science, Porabka-Kozubnik,Lecture Notes
in Computer Science, volume 379, pages 225–235. Springer, 1989.
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